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Fluids Engineering Education: 
Current Status and Future 
Directions 
This paper presents a summary of panel presentations at the 1986 ASME Winter An­
nual Meeting. A total of eleven panelists from university, industry, and governmen­
tal organizations participated in the program. The authors have also included a 
number of editorial and interpretative comments to enhance the breadth of 
coverage. 

EDITOR'S NOTE: 
The two papers which follow arose from the Panel on Fluid 

Mechanics Education at the 1986 Winter Annual Meeting in 
Anaheim, CA. The paper by C. Dalton and P. Lamb gives the 
highlights of the presentations of the various panelists. The 
paper by J. F. Foss was especially solicited as a discussion of 
the author's undergraduate fluids laboratory program. These 
two papers fulfill the request of the Fluids Engineering Divi­
sion to review fluid mechanics education in the Journal every 
ten years. 

Background 

At the 1986 ASME Winter Annual Meeting the Fluids 
Engineering Division sponsored two sessions covering educa­
tional issues relating to fluids engineering education. The 
panel format was used for these sessions to accommodate a 
broad range of viewpoints representing the three primary sec­
tors: academic, government and industry. Names and affilia­
tions of the eleven panelists are listed at the end of the paper 
(under Acknowledgments). The authors, as organizers of the 
two sessions, have attempted to summarize in this paper the 
highlights of each panelist's remarks within a coherent and 
logical framework of important issues. 

The session began with a historical review of fluid 
mechanics by W. R. Sears. A summary of his remarks is given 
in the Appendix. 

Major Issues in Fluids Engineering 

The present discussion encompasses both fluid mechanics, 
which is interpreted as the body of knowledge relating to the 
physics of fluid flow, and fluids engineering, which is inter­
preted as the application of fluid mechanics to the design and 
development of new processes and devices. Some of the major 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript reviewed by the Fluids Engineering 
Division July 27, 1987. 

questions to which the panelist's remarks were directed are as 
follows: 

• What is the current status of textbook usage and subject 
matter in undergraduate fluids courses in U.S. engineering 
schools? 

8 What are the educational objectives of undergraduate 
fluids courses? 

9 Should the specific objectives of fluids courses differ if a 
majority of the students were preparing for professional 
careers immediately after graduation rather than anticipating 
advanced study for the MS or PhD degree? 

8 What is the relative importance of laboratory ex­
periences? Should such experiences encompass demonstra­
tions, films and other visual media, as well as hands-on ex­
periments? Should the laboratory experience be highly cor­
related with lecture material? 

8 Should the undergraduate fluids curriculum include some 
coverage of contemporary computational methods, i.e., 
numerical solution of discretized forms of governing 
equations? 

Major questions relating to graduate-level fluids education in­
clude the following: 

9 Inasmuch as some students seeking advanced degrees will 
not become principal or associate investigators but rather will 
become R&D managers, should some graduate courses be 
broad in scope, emphasizing the interrelation between fluid 
phenomena and other technologies (such as structures or con­
trols), or should all courses be narrow in scope, emphasizing 
detailed physical processes? 

8 Should there be some emphasis on emerging areas of 
fluids engineering technology which are anticipated to be more 
important in the future than the past? 

9 What relative weight should be given to traditional, 
analytical approaches as compared with contemporary 
methods of measurement and computer simulation (CFD)? 

Survey of Course Offerings 

Professor Frank White presented results of a recent survey 
of undergraduate fluids courses and compared the data with 
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that presented by Lamb and Swim [1] in 1976. White's survey 
included 93 institutions in the continental U.S. and Hawaii 
distributed by region as follows: northeast 24, southeast 16, 
midwest 18, southwest 16, and far west 19. Seventeen percent 
of the responding institutions operated on the quarter system; 
of this group 44 percent required a single fluids course, 38 per­
cent required two courses while only 12 percent required three 
courses (equivalent to one academic year) and 6 percent re­
quired four courses. The vast majority (83 percent) of the 
responding institutions operated on the semester system; 61 
percent of these schools required one course, 30 percent re­
quired two courses (one year), while 8 percent required three 
courses. Surprisingly, one of the semester schools required no 
fluids courses for undergraduate engineering students. In ad­
dition to the required fluids courses, 72 percent of the re­
sponding schools offer additional (elective) fluids courses. 

Shown in Table 1 is a comparison of information from the 
current and previous surveys; this tabulation indicates which 
departments have the responsibility for teaching the first 
fluids course to undergraduate ME students. The current level 
of 76 percent ME departments compares favorably with 71 
percent from the 1976 survey. Furthermore, the percentage of 
civil engineering departments represented in the table is iden­
tical in the two surveys, while engineering mechanics de­
creased from 9 percent to 1 percent in the current survey and 
chemical engineering participation increased from zero to 5 
percent in the current survey. 

The present survey indicates that the most often used text­
books for basic fluids courses were as follows (authors' names 
are in alphabetical order): Fox and McDonald [2], Gerhart 
and Gross [3], Roberson and Crowe [4], Shames [5] and White 
[61. 

In the 1976 survey both Fox and McDonald and Shames had 
been mentioned along with Olsen [7] and Streeter [8]. As in the 
1976 results, the current survey indicated that many other texts 
see some use; 16 additional texts were mentioned at least occa­
sionally in White's survey. 

Table 2 indicates the subject coverage of various advanced 
undergraduate courses reported in the present survey. Slightly 
more than half of the respondents indicated that such courses 
contained a variety of topics while 45 percent indicated com­
pressible flow as the second course. In addition to those topics 
shown in Table 2, the current survey indicated isolated course 
offerings in other subjects such as acoustics, geophysical 
flows, meteorology, sedimentation, fluid transients, and 
multi-phase flow. 

For courses in compressible flow, the texts most often used 
included the following: Anderson [9], John [10], Shapiro [11] 
and Zucker [12] while five additional texts were used 
ocassionally. 

White's survey also included questions concerning use of 
various supplementary materials. The major results are shown 
in Table 3, where it is seen that 74 percent of the respondents 
reported the use of films while slightly less than half reported 
significant laboratory experience. It is also seen that the use of 
commercially produced computer software has not yet become 
widespread in undergraduate fluids courses. In the authors' 
opinion, increased activity in this area would result in signifi­
cant improvements in teaching effectiveness as well as in 
greater student enthusiasm for fluid mechanics as a subject. 
Indeed, White's oral presentation included personal ex­
periences with student use of software for PC-level machines. 

Perspectives From Universities 

The consensus of the speakers was that an understanding of 
basic fluid mechanics is still important. A sound knowledge of 
fundamentals remains the key to mastering specific applica­
tions as well as to facilitating further learning. Several 

Table 1 Departments teaching the first fluids course to 
mechanical engineers 

Mechanical Engineering 
Civil Engineering 
Chemical Engineering 
Undesignated 
Engineering Mechanics 
Aerospace Engineering 

1986 
White 

76% 
14% 
5% 
3% 
1% 
1% 

1976 
Lamb and Swim 

71% 
14% 
0% 
6% 
9% 
0% 

Table 2 Advanced undergraduate courses after the first 
fluids course 

Survey of advanced topics 
Compressible flow 
Aerodynamics 
Turbomachinery 
Viscous flow 
Computational fluid flow 

52% 
45% 
17% 
14% 
4% 
2% 

Table 3 
courses 

Use of supplementary material in fluid mechanics 

Use of Professionally Produced Films 
None Some Many 
26% 58% 16% 

Use of Commercially Produced Software 
None Some Many 
75% 20% 5% 

Fluid Mechanics Laboratories 
None Some Many 
6% 48% 46% 

speakers emphasized that both lecture and laboratory ex­
periences are necessary to gain a proper physical under­
standing of the subject. 

Professor John Foss noted that the purpose of 
undergraduate education could serve either of two goals: 

1. to serve the technological purposes addressed by 
mechanical engineers (in concert with heat transfer, ther­
modynamics, flow-induced vibrations, etc.) with a level of 
sophistication characterized by the EIT examination, or 

2. to build the foundation for fluid mechanics as one of the 
engineering sciences and, with the intent as explicated in the 
Grinter Report, "to provide the fundamental basis for a 
lifetime technical career." 

The fundamentals to be covered in the undergraduate fluids 
curriculum are represented by these goals which could be con­
sidered as the two limiting conditions of fluid mechanics in­
struction. Foss, noting that fluid mechanics is an experimental 
science, emphasized that laboratory work must be an integral 
part of basic courses. He pointed out that a properly struc­
tured course should have a closely integrated lecture and 
laboratory. Foss presented the outline of a set of experiments 
which allows the instructor to correlate lecture and laboratory 
properly. Further details of Foss' presentation are given in an 
accompanying paper [13]. 

In his presentation Professor Allan Acosta listed overall 
goals for engineering courses, especially introductory ones, as 
follows: 
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1. to develop competence in fundamentals, enabling the 
student to begin reading technical literature. 

2. to establish some connections between engineering and 
science, to understand "scale" of engineering projects and the 
necessity of making engineering decisions without full scien­
tific understanding of a subject. 

3. to lay a basis for the student to become proficient in the 
practice of engineering in subsequent employment and self-
study. 

Computers have a major role in both experimental fluid 
mechanics and computational fluid mechanics. Professor 
Alan McDonald noted that the comptuer revolution was ap­
plying new pressure for change within the undergraduate cur­
riculum. Industry is expecting the new graduate to be com­
puter literate. Universities, and engineering colleges in par­
ticular, should make better use of the computer in order to 
make their instructional activities more cost effective. 
McDonald noted that, while computer literacy was important, 
he did not think it represented as overriding a concern as 
sound engineering fundamentals. 

Professor Dale Anderson addressed the role of computa­
tional fluid mechanics (CFD) for undergraduate education. 
His approach is to teach the necessary numerical analysis as 
well as computational methods (including an introduction to 
finite elements) and interpretation skills. Anderson believes 
that the goal for an undergraduate is to gain limited code-
development experience and to learn to run simple programs. 
An outcome of this goal is to understand the power of 
numerical approaches and their limitations as well. The 
philosophy suggested by Anderson is to introduce CFD as an 
independent area to complement experimental and analytical 
fluid mechanics. The idea is to incorporate CFD into the 
undergraduate student's problem-solving abilities through the 
use of existing codes and to intersperse the material 
throughout existing fluid mechanics courses. 

Anderson suggests a different philosophy for graduate 
students studying CFD. He thinks that the student should be 
taught to have some skepticism about existing codes; code 
limitations should be understood. The student must learn to 
discern realistic from unrealistic solutions and to interpret the 
flow physics from the numeric anomalies. Anderson also 
believes that both graduate and undergraduate students 
should develop their skill and confidence by solving model 
problems or model equations. Also, he suggests that the 
numerical skills should be developed before application is 
made to fluid dynamics problems. He reminded the audience 
that the computer is also used extensively as a basic laboratory 
instrument, for experiment control and for data acquisition. 

Professor A. L. Addy discussed the content of fluid 
mechanics within the undergraduate curriculum and noted the 
ever present challenge of balancing the depth of coverage with 
the breadth of coverage while recognizing that it is extremely 
difficult to cover all of the necessary material with any degree 
of depth. He suggested ten major topic areas which should be 
covered: 

1. Fluid statics 
2. Control volume analysis 
3. Differential equation analysis 
4. Dimensional analysis and similarity 
5. Viscous flows 
6. Inviscid, incompressible flows 
7. Open channel flows 
8. Compressible flows 
9. Turbomachinery 

10. Computational analysis 

Addy also noted the objectives of laboratory instruction 
should be the following: 

1. to improve understanding 

2. to stimulate interest 
3. to confirm theory 
4. to demonstrate "real world" problems 
5. to provide "hands-on" experiences. 
He reminded his listeners that the "laboratory aspect" of 

fluid mechanics should be interpreted broadly to include 
various approaches: 

1. Demonstrations (in both class and laboratory) 
2. Films and videotapes 
3. Simplified experiments integrated with lectures to 

demonstrate and illustrate phenomena under discussion 
4. More complex experiments on systems and/or isolated 

phenomena. 

Addy also suggested that our fluid-mechanics teaching ef­
fectiveness could be improved by offering a course with an in­
tegrated lecture and laboratory which would include weekly 
experiments, relevant videotape and movies, computer-based 
data acquisition procedures, and emphasis on physical 
phenomena and understanding. A means of providing this in­
tegrated instruction could involve a national effort to design, 
develop and evaluate a set of experiments appropriate for 
fluid mechanics instruction. He suggested that there should be 
close cooperation among universities, government and in­
dustries in experiment selection and design. In addition, there 
should be a regular review and evaluation of these 
experiments. 

Some aspects of graduate study in fluid dynamics were 
discussed by Prof. Thomas J. Mueller who, recognizing that 
first-year graduate students come from a variety of back­
grounds, recommends a common, intermediate-level fluid 
mechanics course to bring them all to the same level. Further­
more, he recommends that students pursuing graduate study 
in fluids engineering should be required to take courses in all 
three major areas of fluid dynamics, i.e., theoretical, ex­
perimental, and computational, regardless of their ultimate 
goal. Mueller also addressed what he considers to be the major 
and most important difference between undergraduate and 
graduate degrees, i.e., the research experience. He thinks that 
all M.S. students should be required to do research and write a 
thesis. (This opinion was also shared by one other panelist and 
several discussers.) The combined experience of writing and 
research was judged by Mueller to be invaluable whether the 
student terminates with the master's degree or continues to the 
Ph.D. level. (Authors' note: there is an alternative belief in 
certain sectors of the University community that the M.S. 
thesis should be required only for those students committed to 
R&D careers. For others an M.S. program involving advanced 
courses, which require some writing experience, appears to be 
desirable.) 

Perspectives From Industry and Government 

The general consensus among industry and government 
agency participants was that, while a sound understanding of 
the fundamentals of fluid mechanics is very important, it 
should be accomplished without the elegance frequently used 
by engineering educators. Dr. Kenneth Hickman noted that 
many companies with "engineered products" do not have 
large engineering staffs nor many fluids specialists. These 
companies often have broad technology applications. Most of 
their engineers tend to be "generalists" who increase their 
value to the firm through experience, aided by a few 
"specialists" who serve as mentors and consultants. Fluids 
engineering often is not a separate discipline in these com­
panies, but instead is imbedded in the design function. The 
design or project engineer in these smaller firms needs to be 
aware of his knowledge limitations and recognize when to seek 
help from others such as the specialists. In large companies 
where fluids engineering is important, as in the aerospace, 
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automotive, or petroleum industries, staffs of specialists in 
fluid mechanics are necessary and can be accommodated easi­
ly. Nevertheless, each industry has a different set of special­
ized requirements from the others. Thus, a general 
undergraduate preparation is desirable to provide flexibility of 
choice even for engineers pursuing large company or institu­
tional careers. 

Speaking to educators, Hickman emphasized that new 
fluids engineers need a solid grounding in fluid mechanics 
without a large measure of elegance. The beginning fluids 
engineer should have developed problem-solving skills and 
should have been taught to recognize the existence of ex­
perimental uncertainty and analytical modeling limitations as 
well as the inexact nature of many design tools. With respect 
to textbooks, he suggested that they be written primarily to 
promote learning and not to serve as comprehensive reference 
books, that they contain a minimum of mathematics and a 
large number of practical examples, and that they include 
challenging homework problems designed to reinforce the lec­
ture material. He suggested that emphasis in lectures be put on 
teaching students to formulate problems from given data, 
making such assumptions as are dictated by the desired level 
of sophistication of the solution. He was especially interested 
in the use of films, flow visualization albums, and visits to ad­
vanced laboratories in the community or local industries as 
"interest builders" for undergraduates, i.e., methods of 
highlighting fluid flow processes and equipment which would 
stimulate the beginning student's interest in pursuing further 
study in fluids engineering. He also stressed the importance of 
"hands-on" laboratories rather than purely demonstrational 
activity. Moreover, he thought that some experimental work 
should include a challenging "open-ended" project (in con­
trast to a preplanned standard experiment). 

Presenting the view of a manager in a larger company, Mr. 
Roger Hanson noted that teamwork and cooperation are very 
important and that a fluids specialist must frequently interact 
with specialists from other areas. Large company goals are 
product-driven, just as in a small company, but multi-
technology products are more common. The fluids specialist, 
or any other for that matter, needs to understand design con­
cept synthesis with input from many technologies. Hanson 
views research as the creation of analysis methods/tools to ef­
fect design. He believes that nonfocused research in a product-
driven profit-making company is not desirable; research must 
produce implementable results. (Authors' note: This is clearly 
a debatable issue for numerous examples of significant 
discoveries illustrate that pure research is indeed an important 
part of science and engineering.) Hanson also noted that 
research and design go hand-in-hand for an engineer practic­
ing in industry while in a university the application of the 
research is often of secondary importance. (Additional note: 
While the authors agree with Hanson on this last point, we 
note that the major functions of a university can be described 
as the "development and transmission of knowledge." A 
university does not exist primarily to effect technology 
transfer, although this type of activity is becoming more com­
mon in many institutions). 

Dr. Paul Kutler discussed fluid mechanics from the view­
point of NASA research centers. He observed that the Ames 
Research Center is currently developing the National 
Numerical Aerodynamic Simulation Facility or "computa­
tional wind tunnel." This effort involves two major thrusts, 
the first of which is theoretical, i.e., the development of 
numerical techniques (solution methodologies and algorithms) 
as well as fundamental work on turbulence physics. The 
second aspect is developmental in nature, with applications to 
hypersonic flow, turbulence and transition modeling, and 
control-surface heating. 

Kutler noted that NASA will continue to rely heavily on 

universities for research and innovation in fluid mechanics as 
well as for graduates motivated toward research careers. He 
reminded the audience that NASA is also involved in ex­
perimental fluid mechanics as well as CFD; extensive ex­
perimental work is required to calibrate codes and to improve 
the understanding of flow physics. Kutler also emphasized the 
National Aeronautical R&D goals which encompass substan­
tial improvements in subsonic flight technology as well as en­
tirely new capabilities for civilian transportation at supersonic 
speeds and for sustained trans-atmospheric flight with aircraft 
configurations. 

Dr. Michael Reischman spoke on the needs of government 
funding agencies regarding the technical content of fluid 
mechanics curricula. He reiterated the need on the 
undergraduate level for strength in fundamentals with addi­
tional skills in both instrumentation and communication. 
More specifically, Reischman noted the following critical 
areas where significant advances in fluids engineering capabili­
ty are needed for the near-term: three-dimensional and non-
equilibrium flows, turbulent flow simulation, remote sensing 
of fluid surfaces, unsteady flow phenomena, and recirculating 
flows. Corresponding critical areas for the far-term include 
hypersonic flows, reacting flows, flow management and con­
trol, and flow/structure interaction. 

Both Kutler and Reischsman, representing agencies which 
focus on emerging technical areas, stressed the importance of 
producing engineers with graduate degrees who are capable of 
addressing new national technological thrusts. They urged 
schools to continually introduce new graduate courses in 
emerging areas. (The authors note that it would be difficult 
for a university to continually introduce complete courses in 
new subject areas. In order for proper background in fun­
damentals to be developed, the graduate student must take a 
certain number of relatively uniform courses. Exposure to new 
subject areas can be done effectively through occasional 
special topics courses, exposure to the research of other 
graduate students, and research seminars given by faculty 
members and outside speakers.) 

Concluding Remarks 

The positions expressed by university speakers and their in­
dustry/agency counterparts were hardly surprising. It appears 
that long-standing attitudes about fluids education continue to 
be prevalent. For example, the university community con­
tinues to believe that fundamentals are important so that the 
practicing engineer will have the breadth and understanding to 
handle a large variety of problems. Laboratory experiments 
and movies are still quite important in aiding physical 
understanding. The computer now plays a significant role in 
undergraduate (and graduate) education, assisting not only in 
simple problem solving, but also in data acquisition and 
analysis, and in numerical solutions of complicated problems. 

Industry and agency representatives expect the practicing 
engineer to be able to readily solve practical problems as well 
as to understand hardware and economic constraints. Their 
position is that mathematical elegance is often overempha­
sized and does not contribute to the understanding of fluid 
mechanics. It was also noted that industry/agency engineers 
must be "team players" who are dedicated to the goals of 
their organization and not "free wheelers" who have their 
own professional agenda. (Authors' note: A certain amount 
of personal entrepreneurship is required if one is to be suc­
cessful as a faculty member.) 

The authors, while sympathetic to both positions, do not 
believe that there is any easily definable "middle ground." In­
deed, it may be that the present degree of pluralism in fluids 
engineering education (being highly dependent on local in­
stitutional goals and faculty philosophies) does, in fact, pro­
duce the appropriate variety of backgrounds required to sup-
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port national technological progress. Thus, it is incumbent on 
employers to select carefully those institutions which are most 
likely to produce the types of beginning engineers needed to 
accomplish their mission. 

At the conclusion of the panelists' presentations, there en­
sued a lively discussion from the audience, thus confirming 
that the topic of fluids engineering education remains an im­
portant concern to the Mechanical Engineering profession. A 
recurring emphasis from the audience was that fluid 
mechanics should not be perceived by the typical 
undergraduate student as a subset of applied mathematics or 
computer programming; rather that the physics of fluid flow 
must be emphasized. Courses must illuminate to the greatest 
extent possible the ultimate use of fluid mechanics in the 
design of devices and systems. In particular undergraduate 
students must learn to formulate problem statements from 
realistic input data and not be satisfied with learning only how 
to solve contrived "homework" problems. 

While the field of computational fluid dynamics continues 
to flourish at the graduate level there needs to be much more 
effort in introducing user friendly CFD codes into the 
undergraduate domain while, at the same time, reminding the 
users to be aware of the types of fluid flow models which are 
embedded within the code. Indeed, this caution applies even 
more seriously to the graduate student domain where students 
are often more interested in the numerics than the physics. In 
addition, the introduction of computer-based data acquisition 
systems and computer-driven experiments should be 
accelerated. 

For educators, financial constraints are often an overriding 
concern. Laboratory equipment and computer software are 
high cost items as are the salaries of technicians required to 
maintain them. Keeping undergraduate fluids courses at the 
leading edge requires a group of highly dedicated faculty at 
each institution. Otherwise, only the highly visible research 
programs will receive the funding necessary to sustain growth 
and development. 
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A P P E N D I X 

Introductory Remarks by Professor William R. Sears 
Although fluid mechanics is really a very old subject, for 

most of us its history begins with Prandtl, Joukowski, "and 
that crowd" at about the beginning of this century. Before 
that, it seems, the theory of fluid motions was a beautiful 
mathematical discipline with little relevance to engineering. 

Prandtl seems to have been first to see that the whole 
mathematical discipline could be related to reality if the gross 
phenomena due to viscosity—vortices, circulation, separation, 
wakes, jets, shock waves, etc.—were admitted while the 
viscosity itself was neglected. 

We entered an era when the teaching of fluid mechanics 
meant, indeed required, teaching about partial differential 
equations, including mappings, transforms, singularity 
distributions, boundary conditions, etc. 

It is easy to argue that the pendulum swung too far; surely 
many students lost sight of the forest because of the trees. The 
worst examples occurred in research; the only requirement for 
a research topic seemed to be "do-ability". Students were led 
to believe that there really are frictionless fluids, one- and two-
dimensional flows, steady flows, infinite domains, and 
singularities! They were not taught that fluid mechanics is a 
phenomenological subject, and that the great power and utili­
ty of mathematic models is remarkable! 

Somehow, the result wasn't catastrophic. Look at the ac­
complishments of the students of that epoch—probably 
because students are more impervious to bad teaching than we 
think. 

And now we are into a newer era, that of the high-speed 
computer—which "can solve any problem"! However, I am 
concerned with these questions: Is it being made clear to 
students that computers do not solve partial differential equa­
tions? What is going to become of all the powerful approxima­
tions that have been so useful to practicing engineers? Are we 
regressing into another age of empiricism, characterized by the 
statement, "The answer must be right because the code says 
so. The code must be right because it worked once, for 
someone?'' 
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J. F. Foss 
Professor, 

Department of Mechanical Engineering, 
Michigan State University, 

East Lansing, Mich. 48824 

Basic Elements in a Fluid 
Mechanics Laboratory Experience: 
An Engineering Science Approach 
Experiments for a first fluid mechanics course are described. The basic concepts of 
pressure and velocity as the primitive variables, the control volume equations and 
the field equations with Reynolds number dependent properties are reinforced in 
these experiments. The use of such experiments, as the experimental background for 
future lecture instruction, is emphasized. 

1 Introduction 
Fluid mechanics instruction, in a Mechanical Engineering 

Curriculum, can be presented over a wide range of topics and 
levels of sophistication. Its focus can range from preparation 
for the EIT exam to considering the engineering science 
elements of this discipline subject area. The latter approach 
was recommended in the historically important Grinter Report 
[1] and it has been reinforced in the recent communication by 
Tadmoreet al. [2]. 

The foundational elements for a first engineering science 
based fluid mechanics course are considered to be: 

(i) pressure and velocity as continuously distributed field 
variables in space and time, 

(ii) the conservation relationships for mass, momentum, 
and energy that describe these variables in control volume 
form, and 

(iii) the differential forms of the mass and momentum con­
servation equations. 
Laboratory experiments, which have been developed to rein­
force and to extend the students understanding of these foun­
dational elements, are described below. They have been 
developed over a substantial period (ca 20 years) in the first of 
two required courses at MSU. The purpose of this com­
munication is to provide a sufficient description of the ex­
periments (and their motivating spirit) that similar courses, 
which are being revised or developed, can benefit from the 
MSU experience. 

The importance of the laboratory in fluid mechanics in­
struction has been addressed by Shapiro [3] (paraphrased): 
"Fluid Mechanics is an experimental science; having a fluid 
mechanics course without a laboratory is like having a music 
appreciation course and never listening to music." It is pro­
posed that this importance is represented in a well recognized 
and explicit form: "laboratory efforts that build upon and ex­
tend the topical material presented in the lecture section," and 
in a less widely recognized and implicit form: "experiences 
which serve as the observational bases for future lecture 
presentations." As an example of the latter form, the lecture 
instructor could, in the sixth week, make reference to a 

specific laboratory observation or experience from the second 
week. Specific examples of this information flow from the 
laboratory to the lecture are identified with the phrase: "feed 
forward" in the following descriptions. 

The following experiments also provide an opportunity to 
introduce the students to a wide range of instruments and data 
acquisition devices. For the MSU laboratory, manometers, 
pressure transducers, hot-wire anemometry, and various 
analog recording devices in addition to a PDP 11-73 
microcomputer with A/D, D/A and graphics terminals are 
used by the students. A conventional instructional style is 
employed: one TA with 12 students, albeit an "open 
laboratory" format [4] could be employed. Interested parties 
are invited to correspond with the author for an exchange of 
ideas and for additional information regarding the MSU 
program. 

2 The "Universal" Flow System 

The laboratory experiments to be described are executed us­
ing a single (C.W.) flow system.1 This facility is shown in Fig. 
1 and it has the property of permitting various experiments to 
be attached to the 6 pressure-side segments of the octagonal 
chamber. The contoured inlet delivers flow to the two 
segments that, in turn, deliver the inlet flow to a centrifugal 
fan at the center of the octagon. The down draft is passed be­
tween the floor and a raised plate (i.e., in a radial diffuser 
passage); it then "fills" the interior space which serves as a 
common plenum for the "pressure-side" experiments. 

3 Elementary Concepts 

3.1 Pressure. Thermodynamics provides the student 
with a basic understanding of pressure as a state variable in a 
static or a bulk flow condition. Fluid statics extends this basic 
understanding to include the concept of a pressure distribution 
on a submerged surface. Given this limited formal 
background, it is important to recognize that the concept of a 
continuously variable pressure field (within a fluid and on the 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division July 27, 1987. 

'The designation: "C.W. ," is in recognition of the senior year design project 
by Candace Wark which was used as the basis for the construction of the 
facility. 
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Fig. 1 The C. W. flow system 

bounding surfaces of a flow field) requires a substantial in­
crease in the student's perceptual sophistication. Clearly, 
properly posed experiments can help to build this deeper 
understanding. Examples of such experiments are described 
following a brief statement of the salient concepts that should 
accompany the introduction of pressure as one of the 
primitive fluid dynamic variables. 

The thermodynamic pressure concept can be directly 
transferred to fluid mechanics if one restricts the scale to that 
of a fluid dynamic particle.2 Since the student can readily im­
agine an observer in a pressurized volume (eg., 3x3x3 m3) 
with a pressure gage to measure the volume's pressure, one 
need only contract the scale of observation (to, for example, 
0.3x0.3x0.3 firn3) to identify the pressure of a particle. Since 
a fluid particle can move, one can further imagine a tracking 
device which permits a probe and sensor to follow such a par­
ticle. This can be identified as an "in-principle" measurement 
technique. The operational difficulties of such a probe are ap­
parent! However, the imagined device provides the context in 
which to appreciate our conventional techniques to measure 
the pressure in a flowing fluid. 

The channel flow past a cylinder, which will be used as a 
principal flow field for this laboratory session, provides an in­
structive flow field for the relationship of the "in-principle" 
and "in-practice" pressure measurements; see Fig. 2. Con­
sider a fluid particle which enters the channel to the immediate 
left of the central streamline. Consider further the particular 
time when the particle is adjacent to a pressure tap at the 
cylinder's surface. The scalar character of the pressure shov/s 
that the in-principle measurement and the wall tap will provide 
the same reading (given a sufficiently fast transducer for the 
in-principle measurement). If the flow is steady, it is noted 
that all particles on this trajectory experience the same 
pressure at the tap and a "slow acting" transducer is seen to 
be quite adequate for this pressure measurement. (A liquid 
manometer can be introduced as a "very slow" transducer.) 

The essential concepts of a Lagrangian and an Eulerian 

Defining pressure in terms of the stress tensor is expected to be a later 
development in the fluids course. It is expected that the concept of a fluid 
dynamic particle will have been established in a previous lecture. The following 
are noted here for completeness. The particle's volume is very small with respect 
to the mechanical dimensions of the flow but large enough to contain a 
statistically reliable (e.g., 10 ) number of molecular elements. The particle's 
velocity: V(JC0, y^, ZQ, t), is, of course, equal to the net drift velocity of the 
molecular elements surrounding its centroid. 

Fig. 2 Schematic representation of cylinder and static taps in the 
3" x 21" channel. Note: The cylinder can be removed from the channel 
which permits multipurpose use of this part of the flow system. 

description are contained in this example problem. It is clearly 
advantageous to have these concepts established before the 
above discussion is presented to the students in the laboratory 
session. 

The measurement of the pressure in a flowing stream is 
clearly a more delicate matter. A probe, whose relatively small 
cross sectional area and whose streamlined shape provides a 
negligible disturbance to the flow must be postulated. At this 
early stage in the students' fluid mechanics experience, it is 
(perhaps) satisfactory to note that the conventional "L-head" 
probe provides a balance between the accelerative effect 
associated with the "nose" of the probe and the decelerative 
effect of the probe's stem in order to provide a pressure value 
that would exist in the absence of the probe. Given these con­
siderations, it will be apparent that the cylinder and the L-
head probe provide, in practice, the same measurement tech­
nique. The cylinder however is the subject of the flow field; 
the L-head probe is, in principle, a physical device that does 
not alter the fluid pressure in its neighborhood. 

An explicit identification of the errors which can exist with 
up-or-downwind burrs at a wall tap, as well as the identifica­
tion of tap-size errors,3 is considered to be appropriate. If the 
student would, at some future time, be responsible for direc-

3 See, for example, Wallace[5]. 
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ting a technician's efforts to place taps in a test model, these 
factors represent errors to be avoided. 

The experimental facility of Fig. 2 provides several quite in­
structive pressure distributions. The single tap in the cylinder's 
surface can be positioned to any 6 value; p(D/2, 8, 0) readily 
follows. The forward (6 = 0) and lateral (d = n/2) upper-
surface pressure taps that extend beyond the cylinder, can be 
used to provide pressure distibutions which show, respective­
ly, the deceleration of the approach flow and the pressure in­
crease across curved streamlines. For this early lab, the in­
structor can note that the pressure does not vary laterally (i.e., 
in the z direction) if the streamlines are parallel. Hence, the 
pressures at the upper wall represent the pressure for all z 
values. The agreement between the extrapolated pressure from 
the ceiling taps and the measured values at 0 = 0 and ir/2, 
respectively, help demonstrate this point. The variation of 
p(r>D/2, ir/2, h/2) also helps to make this point by contrast. 

One of the obvious benefits of such a lab is to provide the 
conceptual basis for a pressure field: p[r>D/2, 6], from which 
discrete segments have been examined. Prepared graphical 
representations of such a field provide a good supplement to 
this lab. The lecture instructor could use such graphical 
materials after the students' laboratory experience as an exam­
ple of the pressure surface p[r,6] and its level contours 
(isobars) which are associated with this flow field. This "feed 
forward" function is especially effective in the discussion of 
the pressure gradient term in the differential momentum 
equation. 

3.2 Total Pressure. An accurate concept of "total 
pressure" is not easily gained; at a minimum it is important to 
recognize that it is not a pressure. That is, a quantity that is 
dependent upon the choice of a coordinate system4 for its 
value cannot be a scalar quantity. It is recommended that the 
theoretical bases for "total pressure" be well established 
before its experimental observations are considered. Namely, 
the student should understand that the limiting conditions of 
an (i) inviscid, (ii) incompressible, and (iii) steady flow5 will 
permit the differential (or field) momentum equation to be in­
tegrated along a streamline to provide: 

V2 

pT=p + pgh + p—. (1) 

(The streamline constraint can, of course, be relaxed for ir-
rotational flows but this point is appropriately reserved for 
later instruction. Also, the incompressible flow condition is re­
quired for (1) but not pT. This more general understanding 
can also be reserved for later instruction.) 

With this foundation, the student can be invited to recon­
sider the prior experiment and to focus on the equality: 

Pplenum^Pt^^/2,0,0]. 

That is, equal pressures are observed at two locations on a 
streamline in a portion of the flow that satisfies the condi­
tions: (i), (ii), and (iii). In this sense, the cylinder serves as a 
"total pressure probe". SincepT has been shown to be a con­
stant along the trajectory: r and 0 = 0, the previously acquired 
p[r,0,h/2] data can be directly converted to velocity data for: 

As an example, one can cite thepy value of a fluid particle that is located 3m 
in front of a bicyclist travelling at U0. The cyclist, and a stationary observer, 
would "record" the same p value but would differ on the value of p V 12. Of 
course, neitherpj. nor the "so-called" "dynamic pressure" should be confused 
with the quantity: "pressure", noted above. The "universal" use of the "total" 
and "dynamic pressure" require, however, that these terms be defined and 
clarified for the students. 

The first two conditions literally apply, of course, to the fluid of which there 
aren't any. Functionally, if the flow condition permits, we may speak of the 
hybrid condition: "inviscid or incompressible flow". See, e.gi, Potter and 
Foss[6], pp. 352 and 55. 
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K[V,0,0]. Published examples of flow visualization results for 
such a flow (e.g., Van Dyke [7]) can be used to complement 
the quantitative distribution and a presentation of the data in 
the form { V[r,0,0]/Vchmnel inlet) for two different Vci values 
provides an early experience with a non dimensional represen­
tation of experimental data. 

With this background, the students can utilize an x-y 
traverse device and place a Pitot (or a Pitot-static) probe at 
various locations in the channel flow. The locations, for which 
the streamlines have experienced shear effects will, of course, 
show pT values that are less than ppienum and the magnitude of 
the reduction can be related to the intensity and the duration 
of the shear. This flow, like many others that the students will 
experience in the laboratory, will be turbulent at the Reynolds 
numbers of a typical laboratory device. Consequently, the 
output of a pressure transducer, that is attached to the Pitot 
probe, will show the irregular (and low-pass filtered) fluctua­
tions of such a flow. This laboratory observation may 
substantially (in time) precede the formal introduction of the 
Reynolds decomposition (e.g., u(t) = u + u). However, since 
the fluctuations are an inherent attribute of the flow, the con­
cept of turbulent fluctuations can be noted by the laboratory 
instructor. This represents another example of the "feed for­
ward" interaction between the student's laboratory and lec­
ture experiences. 

The total pressure measurements behind a cylinder provide 
a natural introduction for the "local" use of the Bernoulli 
equation and the evaluation of local velocity magnitudes. 
Since pT<ppl near the walls and in the wake, one can in­
troduce the concept of "frictional effects" in a flowing fluid 
and how they can degrade the pT value along a streamline. 
However, to apply the Bernoulli equation, the "frictionless" 
assumption need only apply in the local neighborhood of the 
stagnation point on the Pitot probe. In their first experience, it 
is relatively easy for the students to confuse the "global" and 
the "local" variations in the total pressure. A recognition of 
their difference is, of course, important for an accurate inter­
pretation of the stagnation probe data. (It is also of interest to 
note that the increasing pT value, along the streamline of in­
itially ambient fluid that is accelerated in an ejector flow, pro­
vides an example where shear effects increase pT. Experimen­
tally, this can be demonstrated downstream of the channel 
exit.) 

Another experiment that clarifies that: "pT need not be a 
constant along the complete streamline but only in the local 
neighborhood of the probe" is shown in Fig. 3. This inlet flow 
is supplied from the atmosphere and, consequently, the in­
terior streamlines exhibit pT = 0. The pT distribution is 
therefore "flat topped" andpT—pw as the stagnation probe is 
moved toward the inlet's surface. The essential point is that 
the local deceleration (in the neighborhood of the probe tip) 

in le t contour from (*) 

Fig. 3 Total pressure survey at the inlet to the C. W. flow system.* 
Smith and Wang, Jour. Aero. Sci., Vol. 11, No. 4, 1944, pp. 356-361. 
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Fig. 4 Yaw angle (<!/) probe response facility. (The slii jet at 4i~w is 
used to provide l/0, see Fig. 7.) 

must be "inviscid" for the use of the pitot probe to infer the 
local pT value whereas globally pT<0 because of viscous ef­
fects. Since the exiting streamlines are adequately straight, a 
singlep„ measurement, in addition to pT(r), permits ux(r) to 
be evaluated. 

The experiment of Fig. 3 provides an excellent example of 
an early (i.e., distant) feed forward for our instruction at 
MSU. We refer to the decreased velocity region as a "bound­
ary layer", and we use this phrase at other opportune times as 
well, even though we will not formally consider boundary 
layers until the second course. 

In an attempt to clarify the difference between the name of 
the probe and the quantity that is measured, a set of probes 
(with various opening shapes) are positioned at various in­
clinations (\p) in a uniform jet flow at atmospheric pressure. 
The 4> = 0 data will show zero for the static probe and uniform 
values for the three pitot probes. Thep^i/-) and ps(\p) results 
clearly show the results of misalignment and why an apparent 
increase in flow speed would be recorded with a Prandtl 
probe. (The latter observation is in agreement with the more 
rapid decrease in the "ps" reading as compared with that of 
the "pT" values.) 

4 Control Volume Considerations 

The conservation laws: Mass, Momentum and Energy (and 
Moment-of-Momentum as time permits) clearly "deserve" ex­
plicit experiments for their elucidation. Some of the ex­
periments that are used at MSU are described in the following 
sections. 

4.1 Conservation of Mass. The slit-jet that was used for 
the probe angular response evaluation can be used to calibrate 
the discharge coefficient: (cD)h of the inlet contour if all other 
passages are closed in the C.W. flow system; see Fig. 1. 
Specifically, since cD = 0.611 for the slit jet (a result of inviscid 
flow calculations that can be treated as given information for 
this lab), the exiting flow rate is known if pT is known. Hence, 
the additional pt measurement allows (cD)j to be defined as 

A.U, 

where 

A, = ir(fi/4 and U,= ±j n i * j 
,=vr-p(Pairo-P/)1 

and 

qi = g. = o.6iiV^%>*-j>"-)]c w L) 

(2d) 

(2b) 

(2c) 

The results for the MSU flow system show that (cD)t varies as 
0.7£(cD)i£0.98 for 0.05g; -p,-g0J in. H 2 0 for the Smith 
and Wang [8] style of inlet nozzle. This experiment also serves 
as a good example of the feed forward process. ThepT(r) data 
from Session 2 can be used to show that u(rt) is not constant 
and that the velocity decrease near the wall requires (Cp),- to be 
less than 1.0. Since (cD)j decreases as the magnitude of the 
subatmospheric pressure: ph decreases, it is also possible to 
associate thicker boundary layers with lower Reynolds 
numbers. 

The students can be required to reason through the logic of 
obtaining (cD); from measurements of p , andppl using an ap­
propriate control volume and to then experimentally deter­
mine (cD)e for a set of nozzle plates whose flows are fed from 
the same plenum; see the nozzle plates of Fig. 1. The 
measurements are quite simple: \ph pp} I, but the exercise pro­
vides good experience in control volume selection and it in­
troduces discharge coefficients. 

4.2 Conservation of Energy. The energy equation stands 
as the basis for the characteristic curve of a given fan, blower 
or pump. In the present context, it is useful to define a 
characteristic curve for the flow system from the atmosphere 
to the plenum. That is, a given inlet flow rate (qt) is associated 
with a given plenum pressure (ppt). The prior data from the 
conservation of mass experiment can be used to define this: 
Ppi —AQD i relationship and this relationship is identified as the 
flow system's characteristic curve, see Fig. 5. The concept of a 
"system load curve," i.e., the required plenum pressure to 
deliver a given flow rate through a flow system such as: (i) the 
channel flow with cylinder, (ii) the slit jet, or (iii) the stack and 
nozzle plates combination, can likewise be established from 
the prior experiments; see also Fig. 5. (Note that these earlier 
data provide a natural "feed-forward" of the information to 
define a characteristic and a system load curve.) 

These prior data allow the prediction of the stable operating 
point for new combinations of system loads: e.g., channel 
flow with cylinder and stack flow with a given nozzle plate. 
The students can easily evaluate their predictions (by direct 
observations) once they have configured the flow system to 
conform with the outlet flow geometries of their calculations. 

The energy equation is also used as the basis for a flow 
system description which associates a p(s) value with the 
streamwise position: s, through the system. The particle paths 
start in the atmosphere: p(o) = 0, and return to the at­
mosphere. The minimum pressure at the fan's inlet and the 
maximum pressure at the radial diffuser's outlet can be noted. 
The natural diffuser effect for the channel flow past a 
cylinder6 is also used to introduce the concept that a flow can 
proceed "up the pressure hill." 

4.3 Conservation of Momentum. The previously 
established pT(y) and ps(y) data as well as ps(y) data, for the 
channel inlet (Fig. 2) can be used as a good example of the 
conservation of momentum equation. Specifically, various 
control volumes, e.g., Fig. 6, can be defined which serve to 

6The p(r>D/2, 0 = 7r/2, h/2) measurements show these values to be less than 
zero. Hence, a "natural diffuser" is present in the channel as the fluid returns to 

= 0 at the channel exit. 
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Fig. 5 Characteristic curve for the C. W. flow system 

identify various force and momentum flux values for this 
relatively simple flow field. The generic control volume shown 
in Fig. 6 could be configured such that xl and x3 were quite far 
up-and-downstream from the cylinder. In this configuration, 
the boundary " 3 " would not be joined to "4" and an external 
force at some z location(s) would be required to support the 
cylinder. For the control volume shown, only a portion of the 
cylinder contributes to the force on the control volume 
through a pressure and a shear integral. The selection and 
analysis of different control volumes in this physical problem 
can strongly contribute to the student's understanding of the 
terms in the control volume momentum equation. A force 
transducer, attached to the cylinder via an appropriate sting, 
could also be used to directly measure the total force on the 
cylinder. In our laboratory, this force is estimated from the 
p(D/2,6) measurements as recorded in Session No. 1. 

A cup anemometer, as used in meteorological wind 
measurements, provides a quite instructive exemplar problem 
for the momentum (i.e., for an individual cup) and for the 
moment-of-momentum (i.e., the complete anemometer) equa­
tions. For example, the larger net momentum flux of the open 
face cup orientation as compared with that of the streamlined 
configuration is easily demonstrated. A total pressure survey 
downstream of the complete anemometer (in a stationary 
orientation) can be used to demonstrate the net moment-of-
momentum flux. (Also, torque measurements on the central 
shaft for various rotational speeds can be used as an excellent 
example of the shaft work output that is one term in the con­
trol volume energy equation.) 

5 Field Equations 

The acquisition of the basic concepts, that are central to an 
understanding of the field equations, is greatly assisted by 
properly posed experiments. Three such experiments are de­
scribed below. The first experiment also provides a convenient 
medium for the introduction of the hot-wire anemometer as a 
tool for the measurement of one or more components of 
V(.x,y,z,t). 

5.1 The Accelerating Flow Through a Slit-Jet. Following 
a description of its basic operating principles, a hot-wire probe 
can be calibrated at (x=3w, y = z = 0) in the slit-jet flow field 
of Figs. 1 and 7. That is, EHW a.ndppt are jointly measured and 
theA,B,n coefficients in the expression: 

E2=A+BVn, (3) 

Fig. 6 Control volume surfaces and separation stream surface (ys) 
designations for conservation of momentum considerations 

stream 
funct ion 

\ 

Fig. 7 Slit jet streamline pattern from Berkhoff and Zarantello, Jets, 
Wakes and Cavities, Academic Press, N. Y., Vol. 2. Note: A hot-wire 
probe located in the neighborhood of \Ww = 3 can be calibrated by simp­
ly noting the plenum pressure for various flow rates. 

can be evaluated for several velocity values. The hot-wire 
probe can then be moved laterally and an oscilloscope can be 
used to show the decrease in Enw and the increase in the fluc­
tuation level in the turbulent shear layers. This demonstration 
is to show the inherent use of the hot-wire device as a tool for 
following a rapidly varying velocity and to establish a concep­
tual basis for the subsequent Reynolds decomposition: 
u = u + u, to be introduced in subsequent lectures. These 
peripheral elements can be accomplished in a short segment of 
the instructional session. 

The probe, once calibrated, can then be used to plot 
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Fig. 8 Dimensional velocity profiles in the slit-jet flow field 
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Fig. 9 Self-preserving velocity distribution in a planar jet (b is velocity 
field "half-width") 

1 \/////////////////A 

Fig. 10 Radial flow between parallel plates 

air supply 
(lung powered) 
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s///\ •^ 
' playing card 

* pin for stability 

Fig. 11 A high Reynolds number lifting device 

u(x,0,G){=uc(x)) as the observation point is moved into the 
plenum; see Fig. 1. This uc(x) distribution can be compared 
with the irrotational flow solution (viscous effects are con­
fined to thin boundary layers on the nozzle walls) that was us­
ed to provide the discharge coefficient of the conservation of 
mass experiment. 

The uc(x) data so obtained can be used to evaluate 
v(x0,5y,0) using the conservation of mass equation in a dif­
ferential form as: 

du dv 
- + - — = 0 

and 

dx dy 

?& dv 1 
v(x0,8y,0) = I —— dy 

Jo dV -ixn,y,0 

(4) 

dv 

dy Jx0 
•1 & 
Jx0,0,0 

•1 *y, 
Jx0,0,0 

du 

dx JXQ 
(5) 

where this mathematical formulation is given quantitative ex­
pression using the experimental values for uc(x) and it is sup­
plemented by a graphical representation of the uc(x), 
uc(x+bx), v(y = O) = 0 and v(8y) < 0 values that represent the 
volume fluxes into an Eulerian cube centered at (jc0,6y/2,0). 
Similarly, a numerical value can be placed on the acceleration 
of a fluid element that occupies (x0,0,0) at time t: 

Du du *n 
-=u-^—, (6) Dt dx 

and the pressure gradient that balances this acceleration: 
(dp/dx), can also be computed and expressed as a pressure dif­
ference (Ap) over the length {bx) of a small cube of fluid. An 
acceleration of order 50 g's is readily obtained and this helps 
to establish representative magnitudes for the student's in­
tuitive reference. 

A driving motivation for these considerations is to em­
phasize the Lagrangian character of "acceleration," as direct­
ly represented by the left side of (6), and its Eulerian represen­
tation on the right side of this equation. With good fortune, 
the students understand that the fluid particle accelerates 
(Du/Dt) whereas the region of space is stationary and that 
uc(x) is a mapping function between the particle's velocity and 
its time dependent location. 

5.2 A Plane-Jet Flow Field. The flow downstream of the 
slit-jet opening provides an excellent example of a momentum 

14/Vol. 110, MARCH 1988 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



preserving (and a self-preserving) flow field. This flow can be 
examined using a Pitot probe;7 see Fig. 8. 

The master data of Fig. 8 can be distributed and their source 
explained. The students can then execute a traverse at x/w = 30 
and add their processed data to Figs. 8 and 9. The agreement 
of all data sets for Fig. 9 makes a strong impression and 
elementary arguments for a self-preserving form of the equa­
tions of motion can be given. 

This experiment cannot, of course, be completely explained 
without more advanced concepts but it provides an excellent 
example of a mass flux increase (entrainment), a zero net 
momentum flux (uniform pressure and no shear forces for 
y~ ±oo), and a decreasing energy flux (dissipation) that rein­
force the previous control volume concepts. It also provides a 
feed-forward effect that supports the future discussion of 
modeling a turbulent flow using the Reynolds decomposition: 
ii + ii, and the Reynolds shear stress. 

5.3 The Radial Outflow Between Parallel Disks. The ap­
propriately normalized Navier-Stokes equations: 

Z>V 1 

Air Hockey Puck or other load 

Dt 
-= - vp+ Re -V

2V (7) 

can be thought of as a statement of the balance between the 
fluid particle's acceleration and the net pressure and viscous 
forces acting on the particle. In non dimensional form, the 
Reynolds number provides a guide to the relative importance 
of the inertial and viscous effects. A graphic demonstration of 
these concepts is provided by the radial outflow between 
parallel disks; see Foss [9]. 

Briefly stated, for the given geometry of Fig. 10 and for the 
limiting conditions of a large Re value, the radial pressure gra­
dient must decelerate the fluid motion from the region of the 
entry tube to the outer diameter: D. Conversely for small Re 
values, the pressure is required to drive the fluid between the 
same limits. Hence, the "parlor trick" of lifting a playing card 
while blowing through a spool (high Re) or the operation of an 
air-hockey table (low Re) are seen as examples of the limiting 
conditions; see Figs. 11 and 12, respectively. Engineering ex­
amples: e.g., a transfer device or an air supported pallett, are 
easily provided as "real life" motivational problems to the 
students. Experimental data, from the laboratory device used 
by the students, is shown in Fig. 13. See Wark and Foss [10], 
Fig. 1, for a description of the flow system used in this 
experiment. 

6 Summary 

A student's undergraduate fluid mechanics course can serve 
as an introduction to the discipline of fluid mechanics; the 
laboratory experience is a vital element of this introduction. 
The effective use of the laboratory requires that theoretical 
concepts from the lecture are reinforced via experience and 
that foundational observations, for future concepts, are incor­
porated into the current experiments. 

The examples described above suggest how this can be ac­
complished, using a common flow system, for (i) the basic 
variables of fluid mechanics: [p(x,y,z,t), \{x,y,z,t) and pT), 
(ii) the control volume equations and (iii) the field equations. 

The hot-wire probe of the previous experiment could be used for this experi­
ment; it would, of course, offer some advantages in the evaluation of the desired 
mean velocity magnitude. The ease of hot-wire repair will, it is expected, in­
fluence this choice of experimental techniques, 

V7?77Z^®77777^?hzZZZZ^$Z Y///////A Y77/7A 

plenum 

Fig. 12 A low Reynolds number supporting device 

patm ; / 0.5 p u 

Fig. 13 Nondimensional representation of the pressures on the impact 
disk of the radial outflow experiment 

References 

1 Grinter, L., "Report on Evaluation of Engineering Education: 
1952-1955," Am. Soc. for Engr. Ed., 1955. 

2 Tadmor, Z., Kohavi, Z., Libai, A., Singer, P. , and Kohn, D., "Engineer­
ing Education 2001," Engineering Education, Nov. 1987, pp. 106-124. 

3 Shapiro, A. H., "Educational Films in Fluid Mechanics," Nominated 
Lecture No. L8/64, Institution of Mechanical Engineers, 8 Apr. 1964. 

4 Thompson, H. D., "An Open Laboratory in Fluid Mechanics," ASEE 
and IEEE, 3rd Ann. Frontiers in Education, Purdue University, 9-11, Apr. 
1973. (contact the author c/o ME at Purdue University). 

5 Wallace, J. M., "Absolute Measurements of Static-Hole Error Using 
Flush Transducers," Journal of Fluids Mech., Vol. 42, 1970, pp. 33-48. 

6 Potter, M. C , and Foss, J. F., Fluid Mechanics, Ronald Press Co., 1975 
(Now available from authors at MSU: Great Lakes Press). 

7 Van Dyke, M., An Album of Fluid Motion, The Parabolic Press, Calif. 
1982. 

8 Smith, R. H., and Wang, C. T., Journal of the Aerospace Sciences, Vol. 
11, No. 4, 1944, pp. 356-361. 

9 Foss, J. F., "Radial Flow Between Parallel Discs," Experiments in Fluid 
Mechanics, Ed. R. Granger, Holt Rinehart and Winston Book Co., New York, 
1988, Exp. 23, pp. 151-156. 
10 Wark, C. E., and Foss, J. F., "Forces Caused by the Radial Outflow Be­

tween Parallel Discs," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 106, 1984, 
pp. 292-297. 

Journal of Fluids Engineering MARCH 1988, Vol. 110/15 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. Eom 
University of Toronto 

Institute for Aerospace Studies, 
Downsview, Ontario, Canada 

M3H 5T6 

Performance of Butterfly Waives as 
a Flow Controller 
Butterfly valves have been used for shut-off and throttling-control application. It is 
found that the information available on loss coefficients of butterfly valves for good 
throttling control is limited at present. This report investigates the performance of 
two different configurations of butterfly valve: perforated blades and different 
diameter of solid blades that allow partial opening of the valve at closed position. 
The experimental results support the suitability of a butterfly valve for good flow 
control. 

1 Introduction 
Butterfly valves are advantageous over gate, globe, plug, 

and ball valves in a variety of installations, particularly in the 
larger sizes. The most obvious advantages are savings in 
weight, space and cost. The are suitable for shut-off and 
throttling-control applications; they are especially suited for 
handling large flows of liquids or gases at relatively low 
pressures and for handling slurries or liquid with large 
amounts of suspended solids (Schweitzer, 1972). Operation of 
a butterfly valve is quick and easy because a 90-degree rotation 
of the spindle moves the flow control element from the fully 
closed to the fully opened position. 

Butterfly valves are one of the oldest known types of control 
valves. When a valve is required for control purposes, a 
predetermined partial opening of the valve will be required in 
order to have good control characteristics. Furthermore, in 
order to afford good stable control, a smooth control curve 
with no hysteresis is required and the valve should not be over­
ly sensitive in any region. 

The first attempt at collecting and collating published data 
was made by Cohn (1951). Based on a flow formula adopted 
by Cohn, a study of butterly valve flow characteristics was 
conducted by McPherson et al. (1951). But the information 
available on loss coefficients of butterly valves for good throt­
tling control is limited at present. 

The objective of this work is to measure and to present the 
results obtained by using perforated blades and different 
diameters of solid blade that allow partial opening of the valve 
at the closed position (blockage ratio, R = area of disk/area of 
pipe or duct). 

2 Test Configuration and Methods 

The test configuration consists of a butterfly valve, orifice, 
blower, Helipot industrial servo system, piezoresistive 
pressure transducers, instrumentation amplifier, analog filter 
(4th order Chebyschev), Keithly data acquisition system, and 
an IBM-PC (see Fig. 1). The total pressure loss, APU across 
the valve is measured as shown in Fig. 2, and a constant 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division October 2, 1986. 

diameter, D = 4", is maintained between station 1 and station 
2. In order for hydraulic grade lines to be unaffected by the 
valve, a distance of 2D upstream and 4D downstream is allow­
ed for the measurements of AP, (see Fig. 2). Two pressure 
transducers are used to measure pressure loss across the orifice 
and butterfly valve. Data from these units are conditioned by 
an ENDEVCO® Model 4423 signal conditioner. Signal filter­
ing is provided by 4th order Chebyschev filters. Data is fed via 
an A/D converter into an IBM personal computer for 
analysis. In order to study the effects of closing angle, and 
partial opening of the valve at closed position, two different 
types of valve configuration are used in this work: (1) per-

Keithly DAS (A/D Converter 
8 Channels, M bits Resolution ) 

Analog Filter 

Instrumentation t 
Amplifier 
1 < G < 2000 

I Pressure Transducer 1 ! Pressure Transducer 

| Potentiomelei 

/ 

IBM 
PC/XT 

Data Analysis 

fl'> 
Helipol Industrial 

Servo Syslem 

Butterfly Valve 

Fig. 1 Test configuration 

AP-

Ji WJ;;SJW;S;.>^;.»S^;.>^SS/S;;;;'J/;;^SSS;/1 3-ESS2523-

>>;s;;;;;;;";;/;;;j;;//;ss;ss/w/;;;s';;;;s;7i vsss?;sssj'"-'"/A ~ 

- 2 0 -

Fig. 2 Flow across butterfly valve 
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Fig. 4 Loss coefficients of butterfly valve versus blade angle. (Uncer­
tainty in Kv= ± 2 percent and in 0 = ± 5 percent.) 

forated disk (screen type), and (2) solid disk (see Fig. 2). Each 
disk (blade) allows partial opening of the valve at closed posi­
tion (percent opening of valve) and its solidity is listed in Table 
1. 

3 Loss Coefficients 

In order to study particular aspects of internal flow, there 
are considerable advantages in adopting one performance 
parameter, the system loss coefficients, for all system 
components. 

A loss coefficient is defined as the nondimensional dif­
ference in total pressure between the extreme ends of two long 

0 10 20 30 40 50 60 70 80 90 
BLADE ANGLE [8] 

Fig. 5 Loss coefficients of butterfly valve versus blade angle. (Uncer­
tainty in Kv= ± 2 percent and in 0 = ± 5 percent.) 
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Fig. 6 Loss coefficients of butterfly valve versus blade angle. (Uncer­
tainty in Kv = ± 2 percent and in 0 = ± 5 percent.) 

pipes or passages. In nondimensionalizmg the pressure loss, 
the convention is to use the component's inlet velocity 
pressure, except when the component is an inlet from a large 
space when the pipe or passage velocity pressure is used. The 
long pipe or passage before the component ensures a 
developed flow at inlet, and the long pipe or passage at outlet 
from the component ensures that losses caused by flow 
redevelopment after the component are debited to the compo­
nent. The inlet and outlet developed friction gradients are pro­
jected to component and the difference between them 
established. The loss coefficient, K, is given by (Miller, 1978): 

D = 
CQ = 

g = 
AH = 

K = 
AP = 

diameter of pipe 
flow coefficient 
gravity 
total head loss 
loss coefficient 
total pressure loss 

R = blockage ratio (= area of 
disk/area of pipe or duct) 

U = mean velocity 
A0 = controllable blade angle 

L = (5(0.95 Kmm)-6(0.05 
-"max/J 

6 = blade angle 

Subscripts 
1,2 = flowfield locations 
max = maximum 

v = valve 

Journal of Fluids Engineering MARCH 1988, Vol. 110/17 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Re at fully open position 
o 3.8x10" 
• 2.4,104 

Blockage Ratio = 0.900 

a*?*. 

a) Orifice Plate 

0 10 20 30 40 50 60 70 80 90 

BLADE ANGLE [9] 

Fig. 7 Loss coefficients of butterfly valve versus blade angle. (Uncer­
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Fig. 8 Loss coefficients of butterfly valve versus blade angle. (Uncer­
tainty in Kv = ± 2 percent and in 0 = ± 5 percent.) 

c) Butterfly Valve 
Fig. 9 Flow separation generated by system component 
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K= 
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2g 2 
where AH is the total head loss, m of fluid; AP is the total 
pressure loss, in N/m 2 ; [/is the mean velocity, m/s 

The relation between loss coefficient, K, and flow coefficient, 
CQ, adopted by Cohn (1951) is 

CQ = {2K/%)Vl 

4 Results and Discussion 

In order to test the performance of butterfly valves intended 
to produce good throttling control, the percentage opening of 
the valve at closed position is varied systematically. Based on 
mean pipe velocity head, the loss coefficients of solid disks at 
blockage ratio of 0.976, 0.950, 0.915, 0.900, and 0.800 were 

0.80 -

0.75 
0 10 20 30 40 50 

CONTROLLABLE BLADE ANGLE, AS [degrees] 

Fig. 10 Blockage ratio, R, versus controllable blade angle, A6. (Uncer­
tainty in AS = ± 1 percent and in fl = ± 1 percent.) 

obtained at Reynolds number of 104. From experimental data, 
the loss coefficient is plotted against closing angle for each 
disk and the effect of blockage ratio on loss coefficients are 
shown in Figs. 4 to 8. It is presumed that the very slight 
negative values of loss coefficients, Kv, in Figs. 5 to 8 result 
from a change in calibration of the pressure transducer due to 
sensitivity of the temperature. In addition, the peak values of 
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Fig. 11 Kvmax versus blockage ratio, B. (Uncertainty in Kvmax = ±2 
percent and in fl = ± 1 percent.) 

K„ occurring in the vicinity of the 90 deg blade angle instead of 
at the 90 deg blade angle are due to the calibration inaccuracy 
of the potentiometer. According to results obtained from 
predetermined percentage opening of the valves, the curves are 
smooth and have reasonably good slopes for good throttling 
control when the solid disk allows 0.950, 0.915 blockage ratio, 
and no hysteresis was found. Tests were performed at 
Reynolds numbers of 3.8 x 104 and 2.4x 104 for 5 and 10 per­
cent opening of the valve, respectively. These Re were ob­
tained when 0 = 0 deg. Within this limited range of Reynolds 
number, the loss coefficient appears to be virtually indepen­
dent of Reynolds number. With a view to investigating the ef­
fect of a screen type of blade on loss coefficients, both per­
forated disk and solid disk at blockage ratio of 0.915 were 
tested and the results are given in Fig. 6. As an illustration, 
Fig. 9 shows flow separation, followed by intense mixing and 
flow reattachment, generated by system components used in 
this work. As shown in Fig. 6, the maximum loss coefficient of 
a solid disk is a little larger than that of a perforated disk when 
the valve approaches the closed position. However, the dif­
ference between values of loss coefficients of the solid disk 
and of the perforated disk is not large. As shown in Fig. 10, 
good correlation was obtained between controllable blade 
angle, A0, and percentage opening of the valve (blockage 
ratio). On the other hand, blockage ratio is plotted against 
maximum loss coefficient of valve, Kmax, in Fig. 11. In an in-

u2 — ^ / 

Section 2 

Section 1 

Fig. 12 Venturi-type butterfly valve installation. 

Table 1 Percent opening of valve used by different types of 
valves 
Type of valve Blockage ratio, R 

Perforated disk 
Solid disk 

0.915 
0.976, 0.950, 0.915, 0.900, 0.800 

area of disk 
area of pipe or duct 

dustrial application, when the controllable K„ is determined 
from the specification of air flow system, the controllable 
blade angle, depending upon the accuracy of throttling con­
trol, can be chosen. Then, the corresponding blockage ratio 
can be found in Fig. 10 and the resulting Kvmax is also deter­
mined from Fig. 11. Furthermore, venturi-type butterfly valve 
installation, as shown in Fig. 12, can be employed to get 
amplified or attenuated K by simply exploiting the fact that 
K,=K2x{U2/Uxf. 

5 Conclusions 
The systematic investigation of the performance of the but­

terfly valve by varying the blockage ratio allows to perceive 
the capability of a butterfly valve for throttling control pur­
poses. As the position of the valve changes, fairly good cor­
relation is obtained for each valve given the fixed blockage 
ratio in the values of loss coefficients. 
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Analyses of Hydrodynamic Radial 
Forces on Centrifugal Pump 
Impellers 
Hydrodynamic interactions that occur between a centrifugal pump impeller and a 
volute are experimentally and theoretically investigated. The theoretical analysis 
considers the inability of the blades to perfectly guide the flow through the impeller, 
and also includes a quasi-one dimensional treatment of flow in the volute. Flow 
disturbances at the impeller discharge and the resulting forces are determined by the 
theoretical model. The model is then extended to obtain the hydrodynamic force 
perturbations that are caused by the impeller whirling eccentrically in the volute. 
Under many operating conditions, these force perturbations were found to be 
destabilizing. Comparisons are made between the theoretical model and the ex­
perimental measurements of pressure distributions and radial forces on the impeller. 
The theoretical model yields fairly accurate predictions of the radial forces caused 
by the flow through the impeller. However, it was found that the pressure acting on 
the front shroud of the impeller has a substantial effect on the destabilizing 
hydrodynamic forces. 

Introduction 
This study investigates the forces that result from the 

hydrodynamic interaction between the impeller and the volute 
in a centrifugal pump. Figure 1 shows a common type of cen­
trifugal pump with a few of the key components identified. 
Volutes are usually constructed to provide a uniform impeller 
discharge when the pump operates at design conditions. 
However, the discharge flow pattern will no longer be uniform 
at off-design conditions. Once the flowrate changes, the 
discharge conditions around the impeller become asymmetric 
for any given volute. Even at the volute design flowrate, the 
discharge conditions could still become asymmetric if the im­
peller is displaced from the "design" center of the volute by 
shaft deflection, bearing wear, etc. In either case, a net radial 
force on the impeller will result from the asymmetric discharge 
conditions. 

It is customary in rotordynamic analyses to linearize the 
radial forces acting on the rotor in terms of a steady portion 
acting on the centered impeller, and a time dependent part 
caused by the impeller whirling. Here it will be assumed that 
the impeller whirls in a small circular orbit. Referring to Fig. 
1, these terms may be expressed as, 

A* 

A* 
Sly 

At e* cos wt 

e* sin wt 
(1) 

where Fx and Fy result from the interaction of the centered im­
peller with the volute, and the matrix [̂ 4] relates the perturbed 
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force to the eccentric position of the impeller. The {A} matrix 
will be a function of the whirl speed, a, and is often expressed 
as a quadratic in u so that the system resembles a simple stiff­
ness, damping, and mass model. 

#F lo i v 

Fig. 1 Description of a centrifugal pump 
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The steady or mean forces, Fx and Fy, have been examined 
in several studies and an understanding of them has been 
greatly enhanced through papers by Iversen et al. (1960), 
Csanady (1962), and Agostinelli et al. (1960) to name a few. 
All of these authors have shown that there is a particular flow-
rate where forces on the impeller will be minimized for a given 
volute. Previous experimental (Chamieh et al., 1982, and Jery 
et al., 1984) and theoretical (Colding-Jorgensen, 1980) in­
vestigations have also shown that the components of [A] are 
such that a whirling motion of the impeller would be en­
couraged rather than dissipated by the hydrodynamic effects. 
This finding has generated concern that the rotor assembly 
may whirl at one of its natural frequencies even though the 
shaft may be rotating well above this speed. If the impeller 
whirls at a subsynchronous speed, the shaft will be subjected 
to alternating flexural stresses that can cause metal fatigue (see 
Ehrich and Childs, 1984). 

In the current study, a theoretical model of the volute and 
impeller flows will be developed and compared to experimen­
tal results. Previously, a potential flow model for the steady 
forces on a centered impeller was given by Csanady (1962) and 
this work was later extended by Colding-Jorgensen (1980) to 
include the effects of the impeller whirling within the volute. 
Two dimensional potential flow models for whirling impellers 
have also been developed by Shoji and Ohashi [1980] and 
[1987]. In potential flow models, however, problems arise in 
relating the two dimensional theoretical volute profiles to the 
three dimensional geometries of real volutes. To avoid this 
problem, the model developed in this paper uses a bulk flow 
description of the volute flow which can use measured volute 
geometries directly. A similar treatment of the volute flow was 
presented by Iversen et al. (1960), but the influence of this 
flow on the impeller discharge conditions was largely ignored 
and only the non-whirling impeller was considered. The im­
peller/volute interaction will be included along with the effects 
of impeller whirl in the present analysis. 

Theoretical Analysis 

In developing the current theoretical model, the problem is 
broken into its two natural parts; models are constructed for 
the flow through the impeller and in the volute. The equations 
that are generated in these two parts are then combined by 
matching the pressures and velocities at the impeller discharge 
to those at the volute inlet. A full development of this model is 
given by Adkins (1985) and only a brief summary will be 
presented here. 

Nomenclature 

b = width of impeller discharge passage 
h = total head (h* = 2h/pQ2R\) 

k = impeller phase coefficient = cos (tan y In 
(R)) + j sin (tan 7 In (R)) 

r, 6 = polar coordinate system 
s = length in tangential direction 
t = time 
v = relative velocity in impeller 
w = width in volute 

_ x,jy±z = rectangular coordinate system 
A, rA, rrA 
InM, rlwA = moments of volute cross-sectional area 

(defined in equations (14a-e)) 
Ay = (/' = x,y, j = x,y) components of 

generalized hydrodynamic force matrix [A] 
(Ay = Ay/pvMfiRl) 

Cjj = (i = x,y, j - x,y) components of damping 
force matrix [C] (Cf, = Cu/pwbQRl) 

Fig. 2 Geometry of a cenlriiugal pump impeller 

Governing Equations for the Impeller. Figure 2 illustrates 
the geometries used in developing the impeller model. To 
relate the pressure between the inlet and discharge of the im­
peller, a simplified unsteady form of Bernoulli's equation is 
written as, 
Pi v2 OV'2 

~~p~ + ~2 2~~ 

+ \ „ —— ds"-w2e\ cos(ut-tit-d")dr" 

-w2ef sm(ut-Qt-6")r"d6" =F(t), (2) 

Here the flow is assumed to be two dimensional and the im­
peller whirl speed constant. 

To simplify the model, certain assumptions must be made 
about the velocity field within the impeller. Specifically, the 
flow in the impeller is assumed to follow a spiral path with in­
clination angle, 7, which is fixed relative to the impeller for a 
given flowrate and head rise so that, 

6Z=6"+ttmyln(r"/R2). (3) 
Here (/•", 6") and (R2, d£) are the coordinates of a general 
point on a streamline within the impeller and at the position of 
discharge respectively. The flow path angle, 7, of the 
streamlines is permitted to deviate from the impeller blade 
angle and it is found by equating theoretical and experimental 
head/flowrate characteristics (see Closure Conditions). To ac­
count for the impeller flow-asymmetry caused by the volute, a 
circumferential perturbation is superimposed on the mean im­
peller flow. This flow perturbation is assumed to be stationary 

Dp = pressure coefficient at volute inlet = 
2(Pv(Ri,6') - hy)/fXPRl 

F = force acting on impeller (F* = F/pvbQ2Rl) 
F(t) = integration constant in Bernoulli's equation 

Jjj - (i = x,y, j = x,y) coefficients of the jerk 
force matrix [J] (J*j = Jy/p-wbRl/Q) 

Ky = (/ = x,y, j = x,y) components of stiffness 
force matrix [K] (Ky = Ky/pirbQ2R2

2) 
My = (/ = x,y, j = x,y) components of inertia 

force matrix [M\ (My = My/pirbRl) 
P, = pressure in impeller (Pf = 2P,/PQ2Rl) 
Pv = pressure in volute (P* = 2Pv/pQ2R2.) 
R = impeller radius (with no subscript, R = 

R2/Rl) 
R, = radius of pressure tap ring 
V = velocity in volute (with no subscript, V* = 

Ve'/QR2) 
Wt = external width of impeller at R2(W* = 

Wf/b) 
(3 = perturbation function for impeller flow 
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in the volute reference frame. Together, these stipulations re­
quire that, 

v= (v2» + v2»)Vl =<l>QR%0(6'',r",Qt,wt,e)secy/r". (4) 

From continuity considerations, the perturbation function, /3, 
must be constant along a streamline. For whirl motions with 
small eccentric orbits, (3 may be linearized as, 

/3(ff*,/-',Qf,w/,e)=/3(02) + £*{|8c(fl2)cos^ + i8,(e2)sino>n. (5) 

Equations (4) and (5) can now be substituted into equation (2). 
The pressure at the impeller discharge is then given as a func­
tion of /3 and the inlet pressure. If it assumed that the total 
head is circumferentially constant at the impeller inlet and 
there is no inlet pre-swirl, the inlet pressure can be written as, 

Pl*(Ruel)sht-4>R$(e2)[^R$(e2) + 2e' — sia(el-ut)j 

-2e*<j>2R2${62){Pc(e2)coswt + Ps(d2)smwt}, (6) 

for small eccentric displacements. By utilizing equations (4) 
through (6), and neglecting terms of order e2 and higher, Ber­
noulli's equation can now be separated into harmonics with 
steady, e cos wt, and e sin ait dependence as, 

4>sec2
7[2 In W ~ + <t>P2] +Dp-l=0, (la) 

2<t>sec2y \}n(R) +%WR>e, ] 
+ Dpc - sin02 —2- + 2 - £ [*/tfsin(fl2 + tan7ln(tf)) 

dv2 " 

- cos(02 + tan7ln(J?)) /R] - 2 — j - [cos02 

- cos(02 + tanylii(R)) /R]/tan2y = 0, 

h 

Ob) 

2</,sec2
T[ln(i?) Jjj?*_ + fl80,_ii ln(«)/3c] 

dDD 

+JD„,+cos0, - p-dO, 
-2 — \(j>R$cos{92 + t any ln^ ) ) 

+ sin(02 + tan7ln( i? ) ) /R]-2— r [sin02 

- sin(02 + tan7ln(i?) )/i?]/tan27 = 0, 

Tongue 

Volute 
tered Axis 

Fig. 3 Geometry of a volute 

where, 

Dp(e')=Dpie')+e*[Dpc{$')co8ut+Dp,(e')mu1»(l. (8) 

In equations (Ja-c) the volute inlet pressure coefficient, 
Dp(d'), has been transformed into the impeller reference 
frame by the approximation, 62 = 6' + e* sin (8' — ut). This 
will prove convenient in the future, because the impeller 
discharge pressure will be equated with the volute inlet 
pressure. 

Governing Equations for the Volute. The geometries used 
in developing the volute model are shown in Fig. 3. The volute 
flow will be described by a continuity equation, a moment of 
momentum equation, and an equation of motion in the radial 
direction. Each of these three equations can be written respec­
tively as, 

3(wK,Q | d(w'Vr')_Q 

30' dr' 
(9) 

d(wr'Ve>Ve>) _ d{wr'r'Vt'Vr>) 

bd' 

+ wr'r' 

dr' 

dV„> wr' 3P„ 

and, 

dt p 3d' 

dPv__pV,-V,> 
dr' r' 

(10) 

(11) 

(7c) 

Here it has been estimated that V/ and Vz> (and their gra­
dients) are much smaller than V0', except at the inlet of the 
volute. 

Nomenclature (cont.) 

f = angular location of the impeller center 
( = <i>t = constant) 

7 = angle of flow path through impeller 
e = distance between impeller and volute 

centers (e* = e/R2) 
p = fluid density 
<j> = flow coefficient = flowrate through 

pump/27r£>fii?2 
\j/ = total head rise coefficient = {hd — 

hO/pQ2Rl 
03 = orbit speed of impeller center (whirl speed) 
Q = rotational speed of impeller (shaft speed) 

Subscripts 

c,s = cos oit and sin wt components 
(nondimensional) 

d = downstream of pump 
exp = experimental result 

m = force component due to momentum 
exchange 

P = 
r,e = 
x,y = 

1,2 = 

Superscripts 

force component due to pressure 
radial or angular component 
components in rectangular directions (real 
= x and imaginary = y) 
impeller inlet and discharge 

measurement made in volute reference 
frame 

" = measurement made from frame fixed to 
rotating impeller 

* = nondimensionalized quantity 

Special Notation 
F = bold type denotes vector quantity 
V = overbar denotes centered impeller value 

(nondimensional) 
[A] = square brackets denote a matrix quantity 

x = dot represents a time derivative 
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Flow within the volute is considered to be primarily in the d' 
direction and the velocity profile is assumed to be flat. This 
treatment will allow equations (9), (10), and (11) to be in­
tegrated over the volute cross-section. When these equations 
are combined with equations (4) and (5), the pressure and 
velocity distributions in the volute will be given in terms of 
moments of the volute cross-sectional area and the perturba­
tion function, /3. Both equations (9) and (10) can then be 
separated into three parts (steady, e cos wt, and e sin oit) as 
follows: 

Continuity: 

d(VA) 

dd' 
= # , (12a) 

dd' 

d(VsA) 

dd' 

rr j 

03 

= Wf 

01 

dd' 

sin d' +</>[/3c + 

d(Vsmd') 

dd' 

COS 0 ' + 0 & -

Moment of momentum: 

r~A dWp d(rA V2) 

d($sm9')l 

dd' J 

d(Pcosd')-

dd' 

(12b) 

]• (12c) 

2 dd' dd' 

dfV2) 
- rlnrA -±~-L + ^l - 0tan y 0)/3, 

dd 
(13«) 

rA dDpc d(rAVVc) 

2 dd' dd' 

+ — (W?sind'V-rrAVs) 

+ (W?+rA)-±—— — 2rlnrA 
dd' dd' 

+ </>2sin 6'/32 + </>cos0'(^- + 2-2<j> tan y$)$ 

. / d$ \ Wf dD, 
+ <«l-2<Atan 7/3) (0 c + sm d' —J +-±- cos d' —^f 

(13ft) 

rA dD^ 

T~dd' 
ps _ 2 d{rAVVs) 

dd' 

- — (Wfcos d'V-rrAVc) 

— diJ^smd') -— d(VV.) 

-<£2cos d'/32 + </>sin0' (^- + 2 - 2 0 tan y$\$ 

/ dfi \ W? dlT 
+ </>(! - 2<£tan 7(3) [8, - cos d' ~ - \ + — ' - sin d' £ 

dd' ' 

(13c) 

where, 

f*3 
A(d')=\ wdr'/bR2, 

JR 2 

f*3 
InM (0 ') = ln(r' /R2)wdr' /bR2, 

JR2 

rA(6')=\ r'wdr'/bRl, 
JR2 

rrA{d')=\ r'r'wdr'/bRl, 

Rr, 
rlnrA (d')=\ r'lnir'/R2)wdr'/bR\, 

JR2 

and, 

V*(d') = V(d') +e*[Vc(d')cos oit+ Vs(d')sinoit]s 

(14«-e) 

OR, 

(15) 

In equations (12a-c) and (13a-c) the perturbation function, /3, 
has been transformed into the volute reference frame for con­
venience in obtaining a solution. 

To complete the basic equations for the volute problem, 
equation (11) may be integrated to give the radial pressure 
variation in the volute as, 

P; = Dp+2V2[ln(r'/R2)-e*cos id' -at)] 

+ e*[Z)/K + 4KKcln(7-'/R2)]coswr 

+ e*[Dps + 4VVsln(r'/R2)]s\noit. (16) 

Closure Conditions. Equations (7), (12), (13), and (16) 
will describe the flow in the impeller and the volute after cer­
tain boundary conditions are satisfied. Even though /3 is re­
ferred to as the perturbation function, it was never assumed to 
be small. However, from the definition of the flow coefficient, 
13 is required to have an average of one. The flow perturbation 
is further assumed to possess at least zeroth order continuity 
around the periphery of the impeller. This restriction on fi can 
be met by satisfying the condition, 

P(R2,0) = l3(R2,2ir), (17) 

At the tongue of the volute, it is assumed that the average 
total head of the recirculated flow will be constant across the 
tongue, so that, 

Rim P*3 
= (Pv + pVj>/2)\,>=0wdrr, (18) 

From the remaining flow that is discharged, the flow path 
angle, y, will be determined. This angle will vary with flowrate 
and total head and it can be found by equating the predicted 
and experimental total head rise across the pump as, 

i,exp = i,= [Dp(2Tr) + CvV
2(.2ir)]/2, (19) 

where, 

C„= 1 +2[lnM(2ir) -\arA{0)]/[A{2ir) - .4(0)]. 

Admittedly, using an experimental result does limit the 
preliminary design applications of this model. However, the 
"H/Q" curve (in dimensionless form the function 4>exp(<t>)) is 
normally available for any pump and it is important that this 
fundamental characteristic is properly represented in the 
model. 

This completes the development of equations necessary to 
determine the flow properties, /3, DB, V, and y. However, 
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some guidance on obtaining a solution is needed. Volute pro­
perties specified in equation (Ha-e) are introduced as second 
order spline curve-fits of measured volute dimensions. The 
nine ordinary differential equations (7), (12), and (13) are 
written in a centered difference form and solved in an iterative 
manner. Steady flow properties are obtained as follows: 

(a) Assume /3(02) = 1 and choose Dp(2ir) —£>p(0) and y. 
(ft) Calculate V(0) using the steady part equation (16) com­

bined with equation (18). Solve equation (12a) for 
V(d'). 

(c) Solve equation (13a) for Dp (6'). Dp(0) is chosen so that 
the 0 to 2-?r integral of equation (7a) is satisfied. 

(d) If Dp (2ir) — Dp(Q) does not match the original estimate, 
update the estimate and return to step (ft). 

(e) Solve for $(62) using equation (la) and the closure con­
dition in equation (17). 

(J) If @(62) does not match the original estimate, update 
the estimate on J3(Q2) and return to step (c). (Note, the 
average of 0 must equal one.) 

(g) When $(62) has converged, check that equation (19) is 
satisfied. If this condition is not met, return to step (ft) 
with a new estimate of 7. 

(h) After equation (19) is satisfied, the solution has con­
verged and $,Dp, P, and 7 are known. 

The numerical solution was tested using exact solutions for 
sinusoidal j3 distributions. Flow properties for an off-centered 
impeller were obtained with a similar iterative procedure ex­
cept 7 is assumed to be fixed by the steady flow computations. 
For a whirling impeller, the cosco^ and sinco? terms become 
coupled and parts (ft) and (c) of equations (7), (12), and (13) 
must be solved simultaneously. 

Hydrodynamic Forces on the Impeller. Basically, there 
are two sources that contribute to the radial hydrodynamic 
forces on an impeller. One part is due to an asymmetric 
pressure distribution around the impeller and the other part is 
caused by the asymmetric momentum fluxes at the impeller in­
let and discharge. The first contribution is evaluated by in­
tegrating the pressure around the inlet and discharge of the im­
peller: 

' 2 T 

where, 

!
2 l 

o p,{Rl,el}Rl e
Je> d6x 

(20) 

where j denotes the imaginary part that corresponds to the y 
direction (see Fig. 2). The second contribution is found by ap­
plying the momentum equation to obtain, 

Fm (Fx+jFy)m 

pb pb 

-pJOt . 

-pJOl 

p2ir p i ? 2 

JO JRl 

+jve")ej0 r"dr"d6* 

(vr" +jve")vr"eJe"r"dd" 

J 2x rR2 

(jvr" -ve")ejl>"r"dr"d6" 
0 JRl 

+ o>2eir(R2
2-R\)ei,M. (21) 

When the pressure distributions of equations (6) and (7), 
and the velocity profiles described by equations (3)-(5) are ap­
plied to equations (20) and (21), the resulting force on the im­
peller is, 

F* = F ; +F*, = F + e*(Fc cos u>t + ¥s sin ut), (22) 

¥ = <t>z[W?sec2y + kR-2+2jtany] f * /32(02)/2d62/2ir 

-j<t>[W?sec2y ln(R) + l]\," P(62)e
h d62/ir, (23a) 

Fc = 4>2[W?sec27 + kR -2 + 2/ tan 7] j * 0(62)/3c(6>2)/2 de2/ir 

-MWj*sec2yln(R) + 1] ( * 0c(62)e
h d62/ic 

+ ~<t>[ W?sec2y ln(R) + k/R-l]\ * 0S ( 0 2 ) / 2 d62/r 
0 

{*Rw'\7 /3(02)sin(02 +tan 7 In (R))eh dB2/ /•A 

-— \2j<f>+w?/(kR)} 

( Wf[\ - l /(k7?)]/ tan27- 1 + 1/i?2 (23ft) 

F s = 4>2[ W?sec2y + kR - 2 + 2/ tan 7] j ' 0 (02)/3s ( 0 2 ) / 2 dd2/-K 

-MW?sec2yln(R) + 1] ( * &(02)/2G?02/Tr 

—77 <t>[W?sec2y \n(R)+k/R-l] \ * (3C(02)/2 dd2/ir 
\b JO 

~ [ < £ R wA " /3(02)cos(02+tan 7 In (R))eHdQ2/-w 

- — Jl2j4>+W?/(kR)} 

a2 j{ W?[\ - l / (k i?) ] / tan 2 7- 1 + 1AR2), (23c) 

and, k = cos (tan 7 In (R)) + j sin (tan 7 In (R)). Expressed 
in the terms used in equation (1), these components are, 

F = Fx+jFy, V^A^+jA^, and ¥,=A^+jA^. 

QAa-c) 

Presentation of the calculated results will be postponed so 
that the experimental and theoretical results can be discussed 
together. 

Test Facility 

The experimental results presented in this paper were ob­
tained using the Rotor Force Test Facility at the California In­
stitute of Technology, Pasadena. Details of the equipment 
have been given in previous papers (Brennen et al., 1980, 
Chamieh, 1983, and Jery et al., 1984), so only a brief descrip­
tion will be presented here. Figure 4 shows the test section 
where the centrifugal pump being examined is located. The 
impeller is mounted on the internal balance and the entire 
assembly is turned by the main shaft. The main shaft passes 
through an eccentrically drilled cylinder, which when rotated, 
causes the impeller to whirl in a 2.51 mm diameter circular or­
bit. Forces on the impeller are sensed through strain gauges on 
four posts Icoated in the internal balance. The relationships 
between the strains and forces were found by static calibration 
tests. 
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Test Section 
Chamber 

Test Section Housing 

Internal Balance 

FLOW 

Fig. 4 Schematic of the test section 

2.29—H 

1.58 R E F -

Fig. 5 Dimensions of Impeller X 

All Dimensions 

Fig. 6 Dimensions of Volute A 

Descriptions of the test impeller and volute are given in 
Figs. 5 and 6. The impeller (referred to as Impeller X) is a five 
bladed cast bronze impeller with a specific speed of 0.57 and 
blade angle of 65 deg. The 86 deg spiral volute (Volute A) is 
constructed of fiberglass and designed to be "well matched" 
with Impeller X at a flow coefficient of 0.092. The dimensions 
of the volute cross-sections, shown in Fig. 6, were used in 
evaluating the integrals of equations (I4a-e). 

For this study, the test facility has been modified slightly 
from the configuration used by Chamieh [1983] and Jery et al. 
[1984]. The modifications shown in Fig. 7 were considered 
necessary in order to isolate the interaction between the im­
peller and the volute from external influences. To separate the 
flow in the volute from the annular gap region, rings were in-

Seal Tap-

Front Seal-

<t HOUSING FLANGE 

-Annular Gap Region 

-Impeller Front Shroud 

<t IMPELLER 

rTest Section Front Flange 
( r e m o v e d f o r t e s t i n g ) 

To Manometers *—Volute Tap (Front) 

Fig. 7 Modifications of the test facility 

stalled 0.13 mm from the edge of the impeller. In addition, the 
front flange of the test section was removed so that the front 
shroud of the impeller was exposed to the "reservoir-like" 
conditions of the test chamber (see Fig. 4). 

The removal of the front flange of the test section was 
judged to be essential after pressure measurements were made 
in the annular gap region with the flange in place and the rings 
removed. The measurements indicated that the fluid trapped 
in this region was responsible for a hydrodynamic stiffness 
(see equation (26)) given approximately by, 

K K 
J\ YV J * VI 

*^yx &-yy 

-1.6 0.3 

-0.3 -1.6 
When compared with Chamieh's (1982) direct measurements 
of the total hydrodynamic stiffness on the impeller (annular 
gap plus volute) given approximately by, 

- " • W " Yt 

**-yx ^yy 

-2.0 0.9 

-0.9 -2.0 
it is seen that the contribution from the annular gap is signifi­
cant. Impeller shroud forces also had a dominant influence on 
the hydrodynamic stiffnesses measured by Jery et al. [1984]. 
With the flange removed, the fluid forces on the front shroud 
of the impeller were largely eliminated. 

Comparisons Between Experimental and Theoretical 
Results 

The numerical results in this paper can be duplicated using 
Impeller X properties given in Fig. 5, the Volute A properties 
in Fig. 6, and the pump performance curves in Fig. 8. A 
preliminary step in the theoretical calculations is to obtain the 
impeller flow path angle, 7 (see Closure Conditions). By set­
ting $ = i/>exp, the flow path angle, 7, shown in Fig. 9 was ob­
tained. Note that the typical magnitude of 7 is about 80 deg 
while the blade angle of Impeller X is 65 deg. 

Measurements of the static pressure at the discharge from 
the impeller were made using holes drilled at the inlet to the 
volute (see Figs. 6 and 7). The circumferential pressure 
distributions are compared with the theoretical results in Figs. 
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10 and 11. The pressure taps are alternately located in the 
front and back of the volute, resulting in the slight oscillation 
of the data. The results were obtained for a range of shaft 
speeds from fi = 800 to 1200 rpm, but the nondiniensionalized 
pressures were found to be independent of the speed. Figure 
10 shows that the theory gives a good approximation of the 
pressure distributions over a moderate range of flow coeffi­
cients. However, for flow coefficients below this range, the 

-5-

"c 0.6 
0) 

£ 0 . 5 
o 
-o0.4 
o 
ca ± 0 . 3 
o 

r-Volute A, Impeller X 

- * — * - / _ 
^^^^~*^^A" *= W 

: ^ " \ ; 

,_ "-Experimental Data 

0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.1 
Flow Coefficient, <f> 

Fig. 8 Total head coefficient versus the flow coefficient for the Im­
peller X and Volute A pump. The solid line represents the average value 
of the experimental data. (Uncertainty in i = ±1.5 x 10 ~ 3 , i n^ = ± 2 
x 10 ~ 3 ) 

0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 
Flow Coefficient, <j> 

Fig. 9 The average angle the flow follows through the pump (measured 
with respect to the radial line) as a function of flowrate 

Volute A Impeller X 

xperimental: 
<• Front Taps 
» Back Taps 

H 1 1 1 1 I I I 1 1 -

D O" D " 

(Impeller Near Tongue, 5 = 0) 
- H — i — t — i — i — i — i — i — t — i — + -

0 60 120 180 240 300 360 

Angle from the Tongue, Q' (degrees) 
Fig. 10 Experimental and theoretical pressure distributions at the inlet 
of the volute for three different flowrates With the impeller placed near 
the tongue. Measurements were taken with il = 1000 rpm. (Uncertainty 
in Pf = + 3 x 10~ 4 , in 0 = ± 2 x 10~ 3 , in fl = +0.25 deg, in f = 
± 0.5 deg) 

pressure predictions begin to falter as shown in Fig. 11. The 
model's assumption of log spiral stream paths through the im­
peller probably fails at lower flowrates. For higher flow coef­
ficients, it was concluded that the deviation was caused by the 
inadequacy of a one dimensional treatment of the flow near 
the tongue of the volute. At the higher flowrates, it has been 
suggested (Lazarkiewicz and Troskolanski, 1965) that there is 
a reversal of the direction of flow in the region just inside the 
tongue. The effect on the pressure distribution of displacing 
the impeller is also demonstrated in Fig. 11. The model ap­
pears to follow the changes that occur, even when the absolute 
pressure predictions are rather poor. 

A comparison between the experimental and theoretical 
steady forces on the impeller is given in Fig. 12. One set of ex­
perimental results was obtained by placing the impeller in four 
equally spaced orbit positions and then averaging the internal 
balance force measurements. The second set of experimental 
results (for $ = 0.06 and 0.10) was obtained by integrating the 
discharge pressure measurements. The theoretical model tends 
to overpredict the steady or average radial forces somewhat, 
but it does give reasonable results considering the crudeness of 
the model. Colding-Jorgensen's (1980) steady force calcula­
tions for a 67.5 deg blade angle impeller in an 86 deg spiral 
volute are also shown in Fig. 12. The present model appears to 
give a more accurate assessment of the measured steady 
forces. The agreement between the two sets of experimental 
data indicates that the primary cause of the radial forces is the 
asymmetric pressure distribution at the discharge of the im­
peller. Moreover, the theoretical model predicted that the 
discharge pressure was responsible for 99 percent of the total 
force on the impeller while the net momentum flux contribu­
tion was essentially negligible. It might also be of interest to 
note that over the entire range of flowrates for which 
theoretical results are presented, the predicted perturbation in 
the impeller discharge flow never exceeded 6 percent of the 
mean flow. 

Figure 13 presents the components of the generalized 
hydrodynamic force matrix, [A], that results when the im­
peller whirls in an eccentric orbit at the pump design flowrate 
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Fig. 11 Experimental and theoretical pressure distributions at the inlet 
of the volute for two different flowrates with the impeller placed near to 
and far from the volute tongue. (Uncertainty in Pf = +3 x 10" 
± 2 x 1 0 - 3 , in 8 = ± 0.25 deg, in f = ±0.5 deg) 
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(</> = 0.092). Cross-coupled terms (i.e., Axy, Ayx) in the ex­
perimental data suggest that forces act in the direction of the 
whirl orbit up to co/fi = 0.10. This destabilizing influence is 
predicted by the theoretical model to occur up to co/Q = 0.14. 
Due to the coupled nature of equations (lb) and (7c), it was 
not possible to calculate [/I] beyond the range of whirl ratios 
shown in Fig. 13. This problem is believed to result from cur­
rent limitations of the iterative technique used in obtaining a 
numerical solution. 

As was mentioned in the introduction, it is a standard prac­
tice to express the matrix elements of [̂ 4] in powers of co. By 
examining the Ayx term in Fig. 13, it is apparent that a 
quadratic in co will not adequately describe the features of the 
matrix element. However, a cubic in w can approximate all of 
the [A] matrix element variations with co. The coefficients of 
such an expansion can be written as, 

A A ™xx -"xy 

Ayx Ayy 

-K„-uCvr + u?M„ + u?Jv -Kxy + wCxx + w2Mxy - w3^ 

-#„„ - <oCvv + u>2Myx + coV,, -Kyy + uCyx + u2Myy-w
3Jy. 

(25) 

or alternatively as, 

" x~ 
H («/$))] -[K] 

-m 

• i q C 
[J] (26) 

where, 

x = ecosoit and y = esinoit. 

The [K], [C\, and [M] matrices correspond to the stiffness, 
damping, and inertial components that are commonly 
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Fig. 14 Hydrodynamic stiffnesses as functions of the flowrate. Ex­
perimental results are from internal balance and pressure 
measurements. Colding-Jorgensen's (1980) results are for an 86 deg 
spiral volute with a 67.5 deg blade angle impeller. (Uncertainty in K* = 
± 3 x 10_ 3 , inc> = ± 2 x 10~3 ) 

employed in rotordynamics. Since the [J] matrix is related to 
the third order time derivative of the impeller displacement 
(which is conventionally known as the jerk), it will be referred 
to as the "jerk" matrix. 

The resulting [K] matrix elements of the cubic expansion are 
given in Fig. 14, and the [C], [M\, and [J\ matrix elements are 
presented in Fig. 15. Included in Fig. 14 are the stiffnesses that 
were calculated using the force measurements (from the inter­
nal balance and the pressure distributions) taken at four im­
peller positions. Also shown in Fig. 14 are the stiffnesses 
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Fig. 15 Damping, mass, and Jerk force coefficients of the flowrate as 
predicted by the current theoretical model 

predicted by Colding-Jorgensen (1980) for an 86 deg spiral 
volute. With the exception of the Kyx term, the current model 
does a fair job of describing the variation of stiffness with 
flowrate. The magnitudes, however, tend to be underpredicted 
by the theory. Over most of the range of flow coefficients, the 
stiffness is such that it would encourage the whirling motion 
of the impeller. The same is also true of the damping when the 
flowrate drops below <j> = 0.07 as shown in Fig. 15. The 
magnitude of the damping components computed by Colding-
Jorgensen (1980) were less than 10 percent of those predicted 
by the present model. In general, the inertial force would 
discourage an orbital motion of the impeller, but it will tend to 
drive the impeller in the direction of the displacement. The 
jerk force attains significant values only at the lower flow 
coefficients. However it must be emphasized that the damp­
ing, mass and jerk components have not been experimentally 
validated. 

Closing Comments 

A theoretical model has been developed to describe the flow 
in the impeller and the volute, along with the interactions that 
occur between them. This investigation was undertaken to 
provide a better understanding of the destabilizing 
hydrodynamic forces that have been observed by Chamieh et 
al. (1982) and Jery et al. (1984) on a whirling centrifugal pump 
impeller. To implement the model requires only a knowledge 
of the dimensions of the volute and impeller, and the total 
head rise across the entire pump. Comparisons be­
tween the predicted and experimental results are encouraging. 

Experimentation with different volute geometries and over a 
wider range of operating conditions (flow coefficient and 
whirl ratio) would provide a more crucial test of the 
theoretical model. If might also be useful to incorporate the 
effects of inducers and diffuser vanes into the theoretical 
model. These devices are now commonly employed on many 
high performance centrifugal pumps. 

Previous experimental results (Chamieh et al., 1982, and 
Jery et al., 1984) have tended to over-estimate the contribution 
of the volute/impeller interaction to the total stiffness force 
acting on the impeller. The over-estimation came about 
because of an asymmetric pressure distribution in the fluid 
trapped on the front shroud of the impeller. Since real pumps 
do have fluid in this region, it will be important in the future 
to perform a detailed study of this area. Some work is begin­
ning to appear in this important area (Childs, 1986). 
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Navier-Stokes Computation of 
Radial Inflow Turbine Distributor 
A two-dimensional flow analysis of a radial inflow turbine distributor using full 
steady-state Reynolds-averaged Navier-Stokes equations is made. The numerical 
prediction of the total energy loss and the wicket gate torque is compared with ex­
perimental data. Also, a parametric study is carried out in order to evaluate the 
behavior of the numerical algorithm. 

1 Introduction 
The main functions of the distributor in a hydraulic turbine 

are to distribute the flow uniformly and to regulate the flow 
admission to the runner. In the distributor, the pivoting wicket 
gates control the flow rate and the flow direction whereas the 
fixed stay vanes contribute only to the structural integrity of 
the turbine. 

Recently, intensive efforts have been devoted to develop a 
suitable numerical algorithm for computing the general 
Navier-Stokes flows bounded by complex geometries [1, 2]. 
The algorithm has been applied to solve various two- and 
three-dimensional flow problems, e.g., single cascade of tur­
bine blades [3], annular dump diffuser [4], elbow draft tube 
[5], and gas turbine combustor [6]. 

In the present study, a two-dimensional flow analysis of a 
radial inflow turbine distributor is made. In order to validate 
the numerical algorithm, numerical results are compared with 
experimental data obtained from DEW hydraulic laboratory. 
Also, a parametric study is carried out in order to evaluate the 
influence of some important variables on the numerical 
prediction. 

Two typical data relevant to the hydraulic performance of 
the distributor are used for both the parametric study and the 
validation: total energy loss and torque exerted on the wicket 
gate pivot. The total energy loss in the distributor is expressed 
as a percentage of the turbine net head. The wicket gate torque 
coefficient 711 is defined as: 

711 = 
Torque 

Turbine Head x Throat Diameter3 

2 Formulation and Numerical Algorithm 

The two-dimensional radial cascade flow analysis is based 
on the full Reynolds-averaged Navier-Stokes equations. The 
standard k-e two equation turbulence model [8] is adopted 
here as closure form. The numerical formulation comprises a 
linearized, semi-implicit, conservative finite volume algorithm 
implemented in a general curvilinear coordinate system. 

As to the finite difference operators, the standard 2nd-order 
central difference approximation is applied to all the 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING, Manuscript received by the Fluids Engineering 
Division, June 10, 1987. 

derivatives except the convection terms. For the convection 
terms, both the commonly used hybrid scheme, i.e. combina­
tion of the lst-order upwind and 2nd-order central differenc­
ing scheme, and the 2nd-order upwind scheme are used for 
discretization [4, 7]. The system of finite difference equations 
are solved using the successive line overrelaxation method. 
The grid system is generated using the combined elliptic 
generation method developed by Thompson et al. [9] and local 
interpolation procedures. 

3 Boundary Conditions 

Figure 2 illustrates the flow domain of a tandem radial 
cascade. The periodic boundaries are alternated with the solid 
walls representing respectively the stay vane and wicket gate 
surfaces. The periodic boundary conditions are imposed on 
the corresponding nodes in the free stream for the dependent 
variables and the contravariant velocity components. For 
radial cascade flow, due to the relative angle between two con­
secutive blades, the periodic conditions are applied with due 
consideration of the periodic angle. At the nodal position next 
to the solid wall, the so-called wall function treatment [8] is 
used, except for laminar flow. 

At the inlet of the flow domain, a uniform flow distribution 
is assumed with a given flow angle. At the exit, a zero lst-
order derivative along the streamwise direction is adopted for 
all the dependent variables, except for the static pressure 
which does not require the numerical boundary conditions due 
to the nature of staggered grid system [1]. 

4 Parametric Study 

Some important parameters are selected for the study in 
order to evaluate their influence on the convergence behavior 
and the accuracy of the numerical results. Those parameters 
comprise inlet flow angle, flow Reynolds number, grid size 
and finite difference operator. 

The geometry of the distributor used for the investigation, 
as shown in Figs. 1 and 2, is described in section 5.1. Except 
otherwise stated, the following parameters are kept constant 
during the study. A fine grid system, 29x98 nodes, is used. 
The flow Reynolds number, based on the radial velocity at the 
distributor outlet and the throat diameter of the turbine, is 
specified at 106 which is similar to the operating conditions of 
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Table 1 Effect of inlet flow angle - hybrid scheme 

Fig. 1 
case 

Plan view and elevation view of the distributor and the spiral 

(a) periodic boundary 

(b) solid wall surface 

(c) inlet boundary 

(dj outlet boundary 

Fig. 2 Flow domain for a tandem radial cascade 
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velocity vectors for inlet flow angles 

Inlet flow 
angle 
(deg) 

Head 
loss 
(%) 

Torque 
coeff. 
Ti l 

Number 
of 

iteration 

CPU 
time 
(hr) 

Remarks 

13 
20 
25 
30 

21.2 
6.6 
3.4 
2.0 

- .075 
- .026 
- .012 
- .004 

4950 
1562 
1076 
806 

8.1 
2.3 
1.6 
1.2 

Flow separ 
Flow separ 

Table 2 Effect of inlet flow angle - 2nd-order scheme 

Inlet flow 
angle 
(deg) 

Head Torque 
loss coeff. 
(%) Til 

Number 
of 

iteration 

CPU Remarks 
time 
(hr) 

13 
20 
25 
30 

18.5 
5.7 
2.9 
1.7 

- .092 
- .027 
- .011 
- .004 

4950 
2905 
2046 
1378 

8.2 
4.5 
3.2 
2.1 

Flow separ 
Flow separ 

Table 3 Effect of the Reynolds number 

Reynolds 
number 

Head 
loss 
(%) 

Torque 
coeff. 
T i l 

Remarks 

10' 
5 x l 0 6 

2 x l 0 6 

106 

105 

104 (turbulent) 
103 (laminar) 

2.5 
3.4 
3.2 
3.5 
4.2 
6.5 
8.2 

- .018 
- .017 
- .014 
- .012 
- .009 
- .002 
- .003 

Flow separ. 
Flow separ. 
Flow separ. 

Flow separ. 

the turbine model. The inlet flow angle, defined as an angle 
between the inlet velocity vector and the tangent, is 25 deg and 
the inlet turbulence level is 1 percent of the kinetic energy at 
the inlet. Various constants used in the turbulence model are 
specified as in [8]. The solution is considered to have con­
verged when the sum of the momentum residuals divided by 
the total number of nodes is below 0.5 x 10~6. All calcula­
tions were made on a VAX 8600 computer. 

4.1 Effect of the Inlet Flow Angle. The inlet flow angle 
greatly influences the flow behavior of the distributor. As an 
example, flow analyses are performed for inlet flow angle 
specified respectively at 13, 20, 25, and 30 deg. At an un­
favorable inlet flow angle 13 deg, the total energy loss is very 
high, 21.2 percent of the turbine head, due to a large flow 
separation zone occurring at the stay vane extrados (Fig. 3(a)). 
Reducing the severity of the inlet flow angle to 20 deg, the 
total energy loss is reduced to 6.6 percent of the head. At 25 
deg angle which is considered as a favorable inlet flow condi­
tion, no flow separation is detected (Fig. 3(b)) and the total 
energy loss is 3.4 percent of the head. Figure 4 shows the in­
fluence of the inlet flow angle on the total energy loss in the 
distributor. The numerical solutions are obtained by both the 
hybrid and 2nd-order upwind schemes, and are shown here for 
comparison. Tables 1 and 2 summarize the numerical results 
for all the analyzed cases. 

The numerical solution converges faster with a favorable in­
let flow condition. The variation of mass and momentum 
residuals, total energy loss and kinetic energy of the flow do­
main as functions of the number of iterations, as shown in 
Fig. 3, indicates clearly this tendency. 

4.2 Effect of the Reynolds Number. The Reynolds 
number influences significantly the flow behavior and the per­
formance of the distributor. As shown in Table 3, as the 
Reynolds number increases by reducing the viscosity effect, 
the total energy loss in the distributor is also reduced. For 
more viscous flow where the Reynolds number is equal to 103, 
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Table 4 Effect of grid size - Favorable inlet flow 25 deg 

Grid 
size 

11x32 
15x47 
19x65 
29x98 

45x165 

Table 5 

Grid 
size 

11x32 
15x47 
19x65 
29x98 
45 x 165 

Head 
loss 
(%) 
3.7 
3.5 
3.4 
3.4 
3.2 

Torque 
coeff. 
T i l 

- .008 
- .009 
- .012 
- .012 
- .014 

Effect of grid size 

Head 
loss 
(%) 

21.9 
21.6 
21.5 
21.7 
21.4 

Torque 
coeff. 
T i l 

- .039 
- .055 
- .069 
- .075 
- .074 

Number 
of 

iteration 

205 
3000 
910 

1328 
1868 

CPU 
time 
(min) 

2 
61 
33 

118 
479 

Remarks 

very coarse 
coarse grid 
medium grid 
fine grid 
very fine 

- Unfavorable inlet flow 13 deg 

Number 
of 

iteration 

762 
3000 
3000 
3000 
2745 

CPU 
time 
(min) 

9 
59 

116 
303 
744 

Remarks 
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Flow separ. 
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Fig. 4 Effect of the inlet flow angle on total energy loss 

large flow separation zone occurs at the stay vane extrados. 
But no flow separation is detected when the Reynolds number 
is varied from 104 to 106. Increasing the Reynolds number to 
2xl06 , a small recirculation bubble occurs again, and the 
bubble size continues to increase with higher Reynolds 
number. 

4.3 Effect of the Finite Difference Operator. As we men­
tioned above, both hybrid and 2nd-order upwind schemes are 
used in the study of the inlet flow angle. Under favorable and 
unfavorable inlet flow conditions, both schemes provide 
similar flow field information. The hybrid scheme converges 
faster but always overestimates the energy loss in the 
distributor by about 15 percent compared to the 2nd-order up­
wind scheme. 

4.4 Effect of the Grid Size. The grid size affects the quality 
of the predicted flow field information and also the computa­
tion time. Flow analyses are performed for five grid sizes, 
varying from very coarse (11 x 32 nodes) to very fine (45 x 165 
nodes), with two typical inlet flow angles 13 deg and 25 deg 
(Tables 4 and 5). Coarser grids over-estimate the energy loss 
and under-estimate the torque coefficient. Using the results 
obtained by the very fine grid as a reference base for com­
parison, the very coarse grid over-estimates the energy loss by 
about 15 percent and under-estimates the torque coefficient by 
about 46 percent, whereas the medium grid system over­
estimates the energy loss by only 6 percent and under­
estimates the torque coefficient by only 16 percent. The com­
putation times required by the very coarse and medium grid 
systems are, respectively, 2 percent and 16 percent of the com­
putation time required by the very fine grid. 

5 Validation With Experimental Data 

An experimental investigation of the energy losses in the 
distributor was carried out in order to validate the numerical 
results. Torque measurements were also made in the hydraulic 
laboratory with a different distributor geometry and are used 
to validate the torque calculation. 

5.1 Experimental Investigation. Figure 1 shojvs the 
geometry of the distributor used for the experimental in­
vestigation. In order to determine an optimal position of the 
stay vane which provides a minimum energy loss, three dif­
ferent orientations of the stay vane were tested: 42, 37, and 32 
deg. For each stay vane position, two wicket openings were 
specified: 34 and 39 deg. A particular cascade flow passage, 
located diametrically from the casing inlet, is selected for the 

Fig. 5 Velocity field obtained with 3 different grid sizes. Unfavorable 
inlet flow condition 13 deg. 

flow investigation. At the inlet and outlet of the flow passage, 
8 pitot traverses were made with a 3 deg interval to cover a 
total angle of 21 deg. Three velocity components, total and 
static pressures were measured simultaneously with a 3-D five-
hole probe. The precision on the measurement of the flow 
angle is ± 1 deg. The inlet flow angle is influenced by the stay 
vane orientation. At 34 deg wicket gate opening, the measured 
inlet flow angles are 26.6, 31.9 and 25 deg for the three stay 
vane orientations 42, 37, and 32 deg, respectively. At 39 deg 
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Fig. 6 Variation of the total energy loss as a function of the stay vane 
orientation 

wicket gate opening, they change slightly to 25.2, 31.6 and 23 
deg for the three stay vane orientations. The total energy loss 
is obtained by comparing the mass-weighted averaged total 
pressures at the distributor inlet and outlet, with a precision ± 
0.4 percent of the turbine head. The flow Reynolds number 
during the test is about 0.75 x 106. 

5.2 Numerical Prediction of the Total Energy Loss. Flow 
analyses are performed for the six test cases. Fine grid system 
and hybrid scheme are used for the calculation. The inlet flow 
angles are specified according to the experimental data with a 
variation of ± 1 deg. Excellent agreement between the 
numerical results and experimental data is obtained in Fig. 
6(a) showing the variation of the total energy loss as a function 
of the stay vane orientation for 34 deg wicket gate opening. In 
Fig. 6(b) for 39 deg wicket gate opening, the energy loss is 
somehow under-estimated at 37 deg stay vane position. But in 
all cases, both the numerical prediction and experimental data 
indicate clearly that the best position of the stay vane is at 37 
deg. It should be mentioned that the prediction obtained from 
a 2-D flow analysis, without considering any secondary flow 
which could occur in a real 3-D flow passage, would be ex­
pected to slightly under-estimate the energy loss. 

5.3 Numerical Prediction of the Wicket Gate Torque. The 
wicket gate torque measurements were carried out in another 
distributor with different geometries of the stay vane and 
wicket gate. Figure 7 illustrates the distributor geometry and 
the fine grid systems generated for wicket gate openings 16 
and 52 deg. The flow Reynolds number is 106. A hybrid 
scheme is used for calculation. The inlet flow angle was not 
measured, but a 3-D potential flow analysis of the spiral cas­
ing indicates that the inlet flow angle varies from 25 to 30 deg 
around the distributor. The torques were measured with two 
different configurations of the runner. In both cases, good 
agreement is obtained between the prediction and 
measurements as shown in Fig. 8. 

6 Concluding Remarks 
This paper discusses the application of a Navier-Stokes 

calculation procedure to a two-dimensional flow analysis in 
radial inflow turbine distributor. Although the flow in a tur­
bine distributor is fully three-dimensional, we have 
demonstrated that the 2-D flow analysis could predict quite 
correctly the flow behavior and performance of the distributor 
for different operating flow conditions. It is an excellent and 

Fig. 7 Grid systems for 16 and 52 deg wicket gate openings 
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economical analytical tool and is being used regularly by our 
hydraulic turbine designers. 
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Effect of Particle Characteristics on 
Trajectories and Blade Impact 
Patterns 
This work presents the results of a detailed study of the effect of particle 
characteristics on the particle dynamics and on the resulting pattern of blade impacts 
in a two stage axial flow gas turbine operating with particle laden flows. The particle 
dynamics computations combine the particle-blade impact characteristics, as deter­
mined from a three dimensional trajectory analysis with the particle rebound 
characteristics, which are obtained from experimental data. The results show the 
pattern of blade impacts in all stationary and rotating blade rows for fly ash and for 
sand particles. The results demonstrate that drastically different patterns of particle 
blade impacts are associated with the different particles. 

Introduction 
In many industrial, naval, and aeronautical applications, 

the flow in gas turbines is frequently laden with solid particles. 
This can be caused by the ingestion of particulate matter such 
as sand, dust or volcanic ash into the engine. The solid par­
ticles can also be byproducts of combustion in many advanced 
fuels. Depending on the particle size and weight, they tend not 
to follow the flow in the blade passage, and to impact the 
blade surface and the inner and outer annulus. If the particles 
are erosive, their impacts with the blade surfaces increase the 
blade surface roughness and cause a permanent loss of per­
formance. In particular, the pitting and cutting of the blade 
leading and trailing edges has a detrimental effect on their 
aerodynamic performance. In case of severe erosion damage, 
the blade life can be adversely affected and structural failure 
of the blades might result. 

The prediction of blade erosion in multistage tur-
bomachines presents a very difficult problem. The blade ero­
sion pattern is gnerally complex as it depends on many factors 
such as the blade row location, the blade geometry, the parti­
cle characteristics, the blade material, and the flow conditions 
[1, 2]. The erosion of metals by solid particle laden flow have 
been investigated experimentally [2, 3] to determine the 
parameters affecting the erosion rate. The results of these in­
vestigations indicate that the erosion rate is affected by the im­
pacting velocity, impingement angle, the metal and gas 
temperatures and by the particle and target materials. These 
effects have been simulated experimentally, in especially 
designed erosion tunnels where the gas particle stream condi­
tions can be controlled [4]. The experimental erosion data can 
be used to predict blade erosion if the particle impact locations 
as well as their impacting velocities and impingement angle 
relative to the blade surfaces are known. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIAA/ASME Joint Fluid 
Mechanics Plasma/Laser Conference, Atlanta, Ga., May 1986. Manuscript 
received at ASME by the Fluids Engineering Conference January 28, 1987. 

Several factors affect the particle dynamics, including the 
blade passage geometry and the operating conditions [5, 6]. 
The particle blade impacts strongly influence the radial and 
circumferential particle distribution after each blade row. The 
effects of particle size and particle inlet slip velocity on the 
resulting particle trajectories in one turbine stage were 
presented by Hussein and Tabakoff [7]. However, the re­
bounding characteristics for nonerosive particles were used in 
the modeling. Clevenger and Tabakoff [8] determined the 
significant dimensionless parameters that affect the particle 
trajectories in radial turbines, and used them in correlating the 
trajectories in hot and cold flow fields. More recently, the 
restitution characteristics were determined experimentally for 
ash particles using LDV [9, 10]. These results and the rebound 
characteristics of sand particles which were determined ex­
perimentally using high speed photography [11] indicate that 
the rebound characteristics of these particles are quite dif­
ferent for the same target material and may consequently in­
fluence the particle trajectories. 

In the present work, the dynamics of sand and ash particles 
are studied in a two stage gas turbine. These two types of par­
ticles represent the actual particle laden flow environment that 
would be encountered by the turbine engine. The larger 150 
micron diameter sand particles are representative of the dust 
laden atmosphere in helicopter engines [5], while the 15 
micron mean diameer ash particles are representative of the 
coal fired turbine particulate flow conditions. The particle size 
distribution for four types of ash particles were presented in 
reference [12] from which one can see that the 15 micron mean 
diameter is representative of the Cincinnati Gas and Electric 
fly ash particles. The particles whose material density is 162.3 
lb/ft3 for sand and 104 lb/ft3 for ash particles exhibit dif­
ferent rebound characteristics according to the experimental 
measurements reported in references [9] and [11]. The three 
dimensional trajectories of the two types of solid particles are 
presented relative to the turbine blades. The results 
demonstrate large differences in the location and frequency of 
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turbine blade impacts, by the two types of particles, which 
would significantly influence the resulting blade erosion 
damage. 

Analysis 

The equations governing the particle motion, in the tur-
bomachinery flow field are expressed in a coordinate system 
relative to a frame of reference fixed with respect to the 
blades. The following equations are given for a rotating blade 
row: 

dxp 

- dr + rnu e. ) - ' 
(1) 

where xp define the particle location in the rotating frame of 
reference, u the blade angular velocity, and F the force of in­
teraction between the two phases, per unit mass of particles. 
Under particulate flow conditions in turbomachines, the effect 
of the forces due to gravity and interparticle interactions are 
negligible compared to those due to aerodynamic and cen­
trifugal forces. In addition, the force of interaction between 
the two phases is dominated by the drag due to the difference 
in velocity between the solid particles and the flow field. 
Therefore, the force of interaction is dependent on the relative 
velocity between the particles and the gas flow, as well as the 
particle size and shape, and is given by: 

4 o„ d l \ 8 dr) 

dxp 

dr 
(2) 

where wg represents the relative gas velocity, p and pp the gas 
and solid particle material densities, d the particle diameter, 
and CD the particle drag coefficient. This coefficient is depen­
dent on the Reynolds number, which is based on the relative 
velocity between the particle and the gas. Empirical relations 
are used to fit the drag curve over a wide range of Reynolds 
numbers. The same equations can be used in the stator by set­
ting w equal to zero and replacing the relative gas velocity w by 
the absolute gas velocity V. 

The particle trajectory calculations consist of the numerical 
integration of the equations (l)-(2) in the flow field, up to the 
point of blade, hub or tip impact. The magnitude and direc­
tion of particle rebounding velocity after these impacts are 
dependent on the impacting particle conditions and on the im­
pacted surface material. Figure 1 shows the combined results 
of references [10] and [12] for the rebound characteristics of 
ash and sand particles impacting 410 stainless steel. Empirical 
equations for the mean values of the velocity restitution ratios 
and the rebound directional coefficient are used in the trajec­
tory computations to determine the rebounding particle condi­
tions after each surface impact. 

Blade Passage Flow Model. The large flow turning angles 
generally encountered in modern highly loaded axial flow tur­
bine blading, produce large axial, pitchwise, as well as span-
wise flow field variations. The flow field affects the particle 
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trajectories, through the aerodynamic forces of interaction 
consisting mainly of the drag. It is important to represent the 
spanwise, pitchwise and chordwise variations in flow proper­
ties in the particle trajectory calculations, without excessive 
computer storage, and computer time for flow properties in-

N o m e n c l a t u r e 

CD = particle drag coefficient 
d = particle diameter 

ev = total velocity restitution ratio 
(ratio of the particle rebound 
to impingement velocity) 

e<3 = directional coefficient (ratio 
of the particle rebound to im­
pingement angle) 

F = 

V = 

unit vector in the circumferen­
tial direction 
force of interaction between 
the gas and the particle 
radial distance from the tur-
bomachine axis 
absolute velocity 
relative velocity 
position vector 

angular coordinate 
gas density 
rotor speed (radians/s) 
time 

Subscripts 

g = gas 
/ = impact 

p = particle 
R = rebound 
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Table 1 Blade design characteristics 

Blade Row 

Nozzle 
First-stage rotor 
Second-stage stator 
Second-stage rotor 

Flow 
Channel 
Turning 

70 
134.7 
130.1 
125.6 

Radius 
Ratio, 

0.823 
0.789 
0.746 
0.711 

Aspect 
Ratio, 

A 

0.85 
2.26 
2.78 
3.21 

Solidity, 
(c/s)m . 

1.57 
1.63 
1.62 
1.57 

Number 
of 

blades 

43 
98 
97 
94 

terpolations. The latter are required at each time step in the 
numerical integration of the particle equations of motion. 

The flow field in a blade passage is synthesized from a 
number of blade-to-blade stream surface solutions [13]. Each 
flow field soluton on a blade-to-blade stream surface [13] pro­
vides accurate description of the pitchwise and streamwise 
variation in the flow properties. The stream surface shapes 
and stream filament thickness as determined from a mid chan­
nel hub to tip stream surface solution [14], model the influence 
of the hub and tip contouring, and the hub to tip variation in 
the blade shapes. The details of the two dimensional inviscid 
compressible flow solutions on the blade-to-blade and hub-to-
tip surfaces which are based on the stream function formula­
tion, and use both matrix and velocity gradient methods in the 
numerical solution can be found in references [13] and [14]. 

The turbine blade shape must also be accurately represented 
in the trajectory analysis as it influences the predicted particle 
dynamics through blade, hub and tip impacts. The turbine 
blade leading edge geometry, in particular, strongly influences 
the computed trajectories since a large percentage of particles 
impact the blunt leading edges of the turbine blades. The blade 
surface coordinates at a number of sections between the hub 
and tip are used in the trajectory calculations to describe the 
radial variation in the blade shape. These data are used to 
identify the particle impact locations and to determine the 
blade surface orientation at each impact point. 

Results and Discussion 
The numerical computations for 15 micron fly-ash, and 150 

micron sand particle dynamics were carried out through a 0.45 
scale model, two stage axial flow oxidizer pump-drive turbine 
[15] for the standard inlet air equivalent conditions at 1893 
rpm and 7.071 Ib/s weight flow. The blade design parameters 
are summarized in Table 1. The distribution of both types of 
particles at the gas turbine inlet was statistically specified ac­
cording to the mass flow. The small ash particles were assum­
ed to be in equilibrium with the gas flow at the turbine inlet, 
while the larger ash particles had 50 percent slip velocity. The 
presented results show typical particle trajectories and blade 
impact patterns for the ash and sand particles. 

Figures 2 and 3 present the computed trajectories for 25 
sand and ash particles through the various blade rows of the 
two stage turbine. One can see from the particle trajectories in 
the first nozzle, that the main difference between the two sets 
of trajectories, is observed for those particles impacting the 
blunt leading edge. After rebounding, the larger sand particles 
deviate more from the flow streamlines and hence tend to im­
pact the opposite surface further upstream. Comparing Figs. 2 
and 3, one can observe a large difference between the ash and 
sand particle trajectories in the first rotor. The small ash par­
ticles impact only the blade pressure side, while many of the 
larger sand particles also impact the blade suction side. 
Similar, but less pronounced differences can be observed in 
the sand and ash particle trajectories through the second 
stator. The sand particle-blade suction surface impacts are 
observed over one third of the blade axial chord near the 
leading edge and over the last 10 percent of the axial chord 
near the trailing edge. On the other hand, very few ash par-

PIRST 
STATOR 

Fig. 2 Sand particle trajectories 

FIRST 
STATOR 

Fig. 3 Fly ash particle trajectories 

U (c ) SECOND ROTOR IIJLET 

Fig. 4 Velocity triangles for gas and particles 

tides impact the leading edge of the blade suction side. One 
can see profoundly different trajectories for the sand and ash 
particles through the second rotor. The blade suction side is 
impacted by the sand particles much more frequently than the 
pressure surface. The opposite is true for the ash particles 
whose few impacts with the blade suction surface are limited 
to the leading edge region. 

The main difference in the trajectories and blade impact 
patterns of the ash and sand particles is caused by their dif­
ferent directions at inlet relative to the blade rows. Although 
the direction of both particles as they leave the first stator is 
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Fig. 7 Blade pressure side impact locations for fly ash particles 

similar in the absolute frame of reference, their inlet velocity 
directions relative to the first rotor are very different since the 
sand particle absolute velocities are much lower. This is clearly 
illustrated in the gas, ash and sand velocity triangles of Fig. 4, 
which shows the gas and particle's mean velocities between the 
blade rows. It is clear that the mean inlet velocities for the 
sand and ash particles are different in both magnitude and 
direction relative to all the blade rows succeeding the first noz­
zle. One can see from Fig. 2 that the sand particles enter the 
first rotor with a large negative incidence angle, and continue 
to have increasing negative inlet incidence angles as they enter 
the second stator and the second rotor. 

One additional significant difference characterized the large 
sand particle dynamics through the two stage turbine. Some of 
the sand particles return after impacting the leading edge of a 
given blade row to re-enter the preceding blade row and im­
pact its blade suction surface very near the trailing edge as 
shown in Fig. 5. The percentage of particles with this intra-
blade behavior are as follows: 26 percent between the first 

Fig. 8 Blade suction side impact location for sand particles 

SECOND 
SECOND ROTOR _ 
ROTOR 

Fig. 9 Blade suction side impact location for fly ash particles 

rotor and second stator, 22.2 percent between the second 
stator and second rotor, and only 0.5 percent of the particles 
re-entered the first stator after impacting the leading edge of 
the first rotor. 

Figures 6 and 7 present the locations of blade pressure sur­
face impact by 500 sand and ash particles respectively, while 
Figs. 8 and 9 present similar results for the blade suction sur­
face. The first observation one can conclude from these 
figures is that both ash and sand particles start to centrifuge in 
the radial outward direction after their first rotor impact and 
continue through the rest of the turbine. Both particle pressure 
surface impacts (Figs. 6 and 7) are somewhat similar, but 
those for the larger sand particles tend to spread more evenly 
in the chordwise direction. On the other hand, very few ash 
particles impacts can be observed over the middle third of the 
blade axial chord, except very near the blade tip. The most ob­
vious difference between the two impact patterns is over the 
blade suction surface (Figs. 8 and 9) where the impacts are 
more frequent for the sand particles compared to the insignifi­
cant number of ash particle impacts. Also, one can see some 
sand particle impacts with the first rotor and second stator 
blade suction sides near the tfailing edge. These impacts are 
caused by intrablade interactions shown in Fig. 5. The concen­
tration of these impacts near the blade trailing edge towards 
the tip, and their impingement angles which are close to that 
corresponding to maximum erosion (25°) for sand particles 
impacting 410 stainless steel can result in significant blade sur­
face erosion. 

Conclusions 

The results of sand and ash particle trajectory computations 
are presented in a two stage turbine. The presented results 
show the difference between the trajectories and blade impact 
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patterns for the two types of particles. The differences are par­
ticularly obvious in the suction surfaces of the blade rows suc­
ceeding the first nozzle. The blade suction surfaces are im­
pacted by the sand particles at the leading and trailing edges, 
but are practically not impacted by the fly ash particles. In ad­
dition, some of the sand particles return after impacting the 
leading edges of the following blade row to impact the blade 
suction surfaces of the first rotor and the second stator near 
the trailing edges. The erosion of the blade suction surface 
near the trailing edge by sand particles, in the intermediate 
blade rows, can adversely affect the turbine performance. 
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A Reynolds-Stress Model for 
Near-Wall and Low-Reynolds-
Number Regions 
The Reynolds stress model for high Reynolds numbers proposed by Launder et al. is 
extended to near-wall and low-Reynolds-number regions. In the development of the 
model, particular attention is given to the high anisotropy of turbulent stresses in the 
immediate vicinity of a wall and to the behavior of the exact stress equation at the 
wall. A transport model for the turbulence energy dissipation rate is also developed 
by taking into account its compatibility with the stress model at the wall. The model 
and the low-Reynolds-number model ofHanjali'c and Launder are applied to fully-
developed pipe flow. Comparison of the numerical results with Laufer's data shows 
that the present model gives significantly improved predictions. In particular, the 
present model is shown to reproduce the sharp peak in the distribution of the 
streamwise turbulence intensity in the immediate vicinity of the wall. 

1 Introduction 

Recently the modeled transport equation for Reynolds 
stresses has been used as a powerful tool for prediction of 
various turbulent flows. The applicability of such a model is 
usually limited to regions where the turbulence Reynolds 
number is high. Consequently, when the model is applied to 
wall-bounded flows boundary conditions are transferred to 
points removed from the wall on the basis of "universal 
laws." There are many circumstances, however, where 
"universal laws" are not applicable. It is desirable, therefore, 
to extend the model to near-wall and low-Reynolds-number 
regions so that boundary conditions can be specified just at 
the wall. 

There are many such attempts for the so-called two-
equation model, and Patel et al. (1981) evaluated the relative 
performance of the existing models. On the other hand, only a 
few studies have been made for the stress equation model so 
far. Hanjalic and Launder (1976) (hereafter referred to as HL) 
extended the high-Reynolds-number model of Launder et al. 
(1975) (hereafter referred to as LRR). However, when the 
model was applied to actual cases, it was reduced to a three-
equation model for thin shear layers by introducing various 
assumptions. Therefore, the general performance of their 
model remains unknown. Prud'homme and Elghobashi (1983) 
proposed a model which largely modified the parent LRR 
model. However, their numerical result on turbulent normal 
stresses does not seem to reproduce the observed behavior well 
in the immediate vicinity of a wall. (They also reported the 
performance of the HL model for channel flow, but their 
treatment of the model was incorrect in that viscous transport 
term was dropped in the e transport equation.) For a 
numerical simulation of buoyant turbulent flow, To and 

Contributed by the Fluids Engineering Division for publication in THE JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, March 12, 1986. 

Humphrey (1986) developed an algebraic stress model (and a 
k-e model) for low Reynolds numbers, which partly adopted 
the HL model. It is clear that development of a reliable model 
at the full second-moment-closure level will also contribute to 
the closure at such levels. 

The present study, like the studies mentioned above, is an 
attempt to extend the LRR model to near-wall and low-
Reynolds-number regions. The model and the HL model are 
applied to fully-developed pipe flow and the numerical results 
are compared with Laufer's (1954) experimental data to 
clarify their performance. 

After the present study was completed, a model which in­
cludes several improvements of the HL model has been pro­
posed by Kebede et al. (1985). Some comments on the model 
will also be included. 

2 Stress Transport Equation 

2.1 Exact Equation. For incompressible flows the exact 
equation governing the Reynolds-stress transport may be writ­
ten as 

D / dU, 

dxt 
- + u,u 

dU, 
i"k t) 

bui buj 1 

axk axk p 

dxk 

du,- \ d / dU; du,- \ d ( 
P\-te- + -dX-)-^k-l

U>U^ 
d 1 -) 

- " -fa- u^Uj + p(Ujbik + M,-5^)J (1) 

where overbars imply the ensemble averaging and the summa­
tion convention is used for repeated suffices. 

The terms on the right-hand side of the equation are iden­
tified as generation, dissipation, redistribution and diffusion. 
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Of these terms the generation and the viscous diffusion can be 
treated exactly on the present level of closure. 

2.2 LRR Model. The dissipation term is modeled as 

2 
2v-

du, duj 

dxk dxk 3 V 
The redistribution term is modeled as 

1 3U: 
p \ dx. 

/ dU: dU: \ 

where 

30C, 

<t>u,i = ~ C, - ^ - (u,uj-— «„*) 

C2 + 8 / 2 „ \ 
0 = 1 ( p . SjjP -

/ bU, dUj\ 8 C 2 - 2 / 

V dx, dXi J 11 V " 

(2) 

(3) 

(4) 

dXj V ) (5) 

*</.* = (°-125 -y- («/"; ~ 3 ~ *»*) 

~i /fc3 /2 

+ 0.015 

The terms P ^ £>,-,, and P are defined by 

°0 = - (",-«* 

i ? ,= 

at/,-
a** 

at/* 
dX, 

-+u,u juk 
dU, 

dx, L ) 

y * dx, 

dUk\ 

P=-uku, 
dUk 

dx. 

(6) 

(7) 

(8) 

(9) 

The model constants Cl and C2 take the values 1.5 and 0.4 
respectively. The symbol / denotes the distance from a wall 
when the flow is bounded by a single flat wall, and otherwise a 
generalization was suggested (see LRR). 

Of the diffusion terms the pressure transport is neglected 
and the triple velocity correlation is approximated as 

^ A: / d — 
UjUjUk = - Cs [UjU, — UjUk + Uj u, — ukUi 

+ ukut (10) 

with the model constant Cs = 0.11. 
Although the viscous diffusion term is exact, it is neglected 

since its contribution is negligible for high Reynolds numbers . 

2.3 HL Model. The model equation (2) for the dissipation is 
modified as 

2v 
dUf ditj 

dxk dxk --hM î̂ } at) 

where fs is a function of the local turbulence Reynolds number 
RT and given by 

/ , = l / ( l + * r / 1 0 ) (12) 

RT = k2/(ve) (13) 

For other terms the LRR model is adopted except that the 
viscous diffusion term is, of course, retained in this case. 

2.4 Present Model. At a wall the dissipation term in the 
H L model is consistent with the term in the exact equat ion 
since the following equat ion holds there: 

2c-
dUj du 

dxt dxt 

j _ _ (14) 

However, the redistribution term in the HL model is not con­
sistent with the term in the exact equation. This is readily seen 
if the behavior of the equations at the wall is examined in 
Cartesian coordinates 0~x}x2x3 with x2=0 on the plane 
wall. For the exact equation the redistribution term vanishes in 
«,2 , u2

2 and «3
2 equations, whereas the term generally takes a 

nonzero finite value in uxu2 equation which counterbalances 
the pressure transport term. On the other harid, for the HL 
model the term takes a nonzero finite value in u^, u2

2 and w3
2 

equations owing to the contribution of </>,;il (<£,-,2 and $,•,„, 
being zero), whereas the term vanishes in ux u2 equat ion. 

To remove the defect we adopt Lumley's (1980) rearrange­
ment of the dissipation and redistribution terms. According to 
the t reatment , the terms in the exact equat ion are rearranged 
as 

-2v-
du, du. 

dx t dxt 

1 / dui du, \ 2 „ 

-vpy^x7+^x-)=-^^ 

f ! ( du< duJ \ 
rp~Pil)\dx~+~dx~) 

-2v 
dUj 

dxk 

duj 2 

dxk 3 v] 
1 / du, du, \ 

(15) 

Here p is decomposed into P ( 1 ) which is contributed only by 
fluctuations and P ( 2 ) which involves the mean velocity field. 
The first term on the r ight-hand side is the high-Reynolds-
number form of the dissipation which no longer needs to be 
modeled. The second term is the redistribution which includes 
only fluctuations and the third is the redistribution which in­
cludes the mean velocity field. We , like LRR, neglect the 
pressure t ransport term in modeling. Accordingly we treat 
both of the redistribution terms to vanish at the wall in u , u 2 

equation as well as in ux
x, u2

2, and u3
2 equa t ions . T h u s , 

using equat ion (14), the second term at the wall 
reduces to - (e/k) (U/Uj - 28ijk/3). Moreover equation (4) may 
be considered as a model of the term for high Reynolds 
numbers . The second term is thus modeled as 

*5.i = -cr-^-(«,«,—|-fi«,*) 

Cf = C 1 ( l - ( l - l /C , ) / J 

(16) 

(17) 

Nomenclature 

k — turbulence energy 
p = fluctuation of pressure U^ 
t = time uv 

Ui = fluctuation of velocity 
U/ = mean velocity u' 
U = axial mean velocity v' 

UQ = axial mean velocity at pipe w' 
axis 

friction velocity 
(kinematic) turbulent shear x-t 

stress y 
axial turbulence intensity e 
radial turbulence intensity 
tangential turbulence v 
intensity p 

Cartesian coordinates 
distance from wall 
isotropic turbulence energy 
dissipation rate 
kinematic viscosity 
density 
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where fw is a function which equals unity at a wall and zero for 
high Reynolds number regions remote from a wall. Although 
Lumley presented a more elaborate form, we here adopt 
rather simple expressions (16) and (17). 

Launder and Reynolds (1983) pointed out that equation (14) 
is not asymptotically exact as a wall is approached. According­
ly Kebede et al. modified equation (11) into a more elaborate 
form. In the present study, however, equation (14) has been 
used to derive equations (16) and (17) since the equation exact­
ly holds just at the wall and the interpolation function may 
largely affect the result. 

With regard to the redistribution term involving the mean 
velocity field, we adopt equation (5) for (f>jJ2. However, the 
term <j>ijtW is replaced by the expression: 

*5.» = [«(pu—y*up) +P(D>J-J-SUP) 

, / dUi dU: \"> 
(18) 

which, unlike <f>ytW, does not include the term related only to 
fluctuations and vanishes at a wall as well as in high Reynolds 
number regions. This replacement is based on the fact that the 
factor k3/2/el vanishes at the wall and the term ^>ijw has little 
effect in the immediate vicinity of the wall. Since the function 
/„, will be determined to depend explicitly on viscosity, the 
present model does not include the non-viscous wall-proximity 
effect. Although further addition of the effect is possible, it 
has been found that there is no overall advantage to be attain­
ed in this way. 

The values of the model constants a, /3, and y are deter­
mined by starting with some probable values and refining 
them with trial computations to reproduce the observed stress 
levels in the immediate vicinity of a wall. The procedure, 
though not fundamental, is described below. If we assume 
/„, = 1, the Reynolds stress components in the logarithmic 
region may be evaluated, following the analysis of LRR, as 

u\/k = 0.925 + 4(2a~0)/9 

u\/k = 0.465 -4 ( a -2 / ? ) / 9 

«l/A: = 0.610-4(o: + |3)/9 

( - u^u2/k)2 = {(0.236 + a)u\/k 

- (0 .109-/3)«! / / t+(0.182-7)) /1 .5 

(19) 

(20) 

(21) 

(22) 

where suffix 1 denotes the mean flow direction. Although 
these equations merely give imaginary levels in the logarithmic 
region, we here make use of them to produce the high 
anisotropy of stresses in the immediate vicinity of a wall 
(reasonable level in the actual logarithmic region being attain­
ed with the effect of the function/„,). We tentatively use the 
maximum values in the distributions of k, u2

2, u3
2 and 

-uxu2. Such values in Laufer's experiment (for the lower 
Reynolds-number case) are 

k/lfiT~^\/U\-0.95, ~u\/lflT~1.7,-u^/U2.-0.9 (23) 

where UT denotes the friction velocity. Applying these values 
to equations (19) - (22), we obtain 

a = 0.45, (3= -0 .03 , 7 = 0.08 

Starting with these values we finally assign the following 
values to the constants after trial computations: 

a = 0.45,j8 = 0, 7 = 0.08 (24) 

The choice of the /3 value is based on the policy that the factors 
included should be as few as possible. 

Kebede et al. used more elaborate wall-proximity terms 
which had been utilized by many authors. The term also in­
clude the multiplicative factor kV2/el and hence will affect lit­
tle the turbulence levels in the immediate vicinity of a wall. In 

fact their result does not seem to have reproduced the sharp 
peak in the streamwise turbulence intensity for flat plate 
boundary layer. 

For the diffusion terms we, of course retain the viscous dif­
fusion term and adopt equation (10) for UjUjUk. 

3 e Transport Equation 

3.1 LRR Model. The model is given by 

De 

Dt 
-=C„, -P-C, 

dx„. 

/ k de \ 

(C - "-"1^) (25) 

with Cti = 1.44, Cl2 = 1.9 and Ct = 0.15. The first two terms 
on the right-hand side represent generation and destruction of 
e and the third approximates its diffusive transport. 

3.2 HL Model. The second term Cae
2/k on the right-hand 

side of equation (25) is replaced by Ca f€e£/k, where e a re / e 

are given by 

e = e-2v(dkW2/dx,)2 (26) 

fe = 1.0- (0.4/1.8)exp(-CR r/6)2) (27) 

The viscous diffusion term vd2e/dxkdxk is retained and an ad­
ditional generation term related to the mean velocity field: 

k d2Ui d2U, 
t = Ct3v—UjUk 

(28) 
e ' " dXjdXi dxkdx, 

is introduced. The model constants are somewhat modified as 
C£=0.15, Ce2 = 1.8 and Cel =C e 2 -3 .5C e = 1.275. The new 
constant Ce3 is given the value 2.0. 

3.3 Present Model. Deriving the transport equation for the 
turbulence energy k by a contraction of the stress equation and 
applying it to a wall, we obtain the following expression (for 
the exact equation, HL model and present model): 

e = vd2k/dx,dx, (29) 

Further, deriving the transport equation for the right-hand 
side quantity of this equation and applying it to a wall, we ob­
tain (for the HL and present models) 

d ( d2k \ d2e d2 / d2k \ 
(v ) = -v +v (v (30) 

dt \ dX/dX// dx,dx, dx„,dxm \ dx^x, / 

In the exact equations the coincidence of d/dt (vd2k/dxidxi) 
and de/dt at the wall is ensured by many additional correlation 
terms. Since, in modeling, such terms are absent, it is possible 
that k and e are bound to each other in undesirable manner. 
We here try to arrange the e transport equation to relax the 
possible binding. 

Applying simple Taylor series expansion to «,, u2 and u3 in 
the vicinity of a wall and calculating k ande[=v(duk/dXi)2] , 
we obtain 

k = ax\ + bx\+cx\ +... (31) 

e = v(2a + 4bx2 + dx\ +...) (32) 

where a, b, etc. are averaged quantities which are functions of 
xu x3, and t. Since it is difficult to treat a general case, we 
below restrict ourselves to the case where the averaged quan­
tities depend only on x2 and t. If the right-hand side of equa­
tion (30) is calculated using equations (31) and (32), it reduces 
to {-2v2d+24v2c). However, de/dt of the HL model 
calculated similarly does not reduce to the same form at the 
wall. We here introduce an additional term: 

«-{(- -fc.»)f-^i}/. 
where 

- vd2k/dxfdx, 

(33) 

(34) 

40/Vol. 110, MARCH 1988 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Uxy/v 

Fig. 1 Mean velocity, (a) U/Ur = UTyh; (b) U/Ur = (1/0.4)ln(Ury/x) + 5.5; (c) 
U/UT = (1/0.418)ln(UTy/,) + 5.5 

With this addition, as easily confirmed, de/dt becomes iden­
tical with d/dt (vd2k/dxidxi) at the wall. 

We do not adopt the additional generation term \p of HL. 
However, without the term the generation is too small in the 
immediate vicinity of a wall. Here we simply multiply the 
generation term C d (e/k)P by a function as Cel {l + CiAfw) 
(e/k)P. 

The model constants are given the values as C e=0.15, Cel 

= 1.35 and Ca = 1.8. With regard to Ce4, we assign the value 
1.0 on the basis of trial computations. 

Kebede et al. arranged C£l to vary from the high-Reynolds-
number value to the wall value 2.0, and retained the term \p 
with C e 3=0.3. The present generation Cel (1 + Ce4fw) {e/k)P 
may be considered as the term which collectively represents the 
generation related to the mean velocity field by adjusting the 
C£4 value. 

The argument of the function f„ is taken to be 4kxz/v which 
explicitly includes the distance from a wall x2 • The expression 
finally determined after trial computations is 

/„, = exp(-(0.015Vto2/V)4) (35) 

Of course the argument can be RT or UTx2/v instead of 
4kx2h. In fact such functions were tested and comparable 
results were obtained. Therefore, equation (35) is rather ten­
tative until the model is tested for more complex flows. 

4 Numerical Solution Procedure 

The stress and e transport equations together with the mean 
momentum equation are expressed in cylindrical coordinates 
for fully-developed pipe flow (with time-derivative terms re­
tained). These equations are nondimensionalized with the fric­
tion velocity UT for the steady solution and the pipe radius R. 
Thus the governing parameter in computation is the Reynolds 
number Re* = U7R/v. Then the nondimensional radial coor­
dinate r is transformed into a by 

r=(l/6)tanh[ (jtanh-1(&)] (36) 

(6 = 0.98) to yield increasingly fine mesh as the wall is ap­
proached with an equal-spacing discretization. Finally the 
equations are discretized with replacing the spatial-derivative 
by the central-difference and the time-derivative by the 
forward-difference. 

An implicit unsteady approach is used for numerical solu­
tion. In this approach, as usual, the diffusion terms are 
evaluated at the next time step. For the turbulent diffusion 
terms in the stress equation, however, only the terms which 
result from u'u' in {Cs(k/e)uku'.u'uj'„} ,k (the superscript 
denotes the contravariant component and the comma denotes 
the covariant derivative) are evaluated at the next time step. 

At the wall a finite difference analog of the equation: 

e = 2p(dkl/2/dx,)2 (37) 

, which exactly holds, is used as the boundary condition for e. 
Other variables are set to zero at the wall. At the axis of the 
pipe the governing equations simplified on the basis of the 
symmetry are applied. 

The value of the Reynolds number Re* is set to 1050 which 
corresponds to (the lower Reynolds-number case of) Laufer's 
experiment. 

The time step size is taken t o b e 2 x l 0 ~ 4 - 1 0 - 3 in the unit 
of nondimensional time tUT/R. The convergence criterion is 
that the ratio of the variation of each variable during time in­
terval 10 to the final value of the variable should be smaller 
than \06 for every grid point. 

Some test computations were made to obtain grid-
independent solutions. Compared to the case of 71 grid points 
for the present model, the result with 61 grid points showed a 
decrease of 0.43 percent in the Reynolds number based on the 
bulk mean velocity and an increase of 0.86 percent in the pipe 
friction coefficient. The result with 81 grid points yielded 
respectively a decrease of 0.04 percent and an increase of 0.08 
percent. From these results the computation with 71 grid 
points was judged to be sufficiently accurate and hence 
adopted. 

The nondimensional governing equations in cylindrical 
coordinates and the discretized equations are given in the 
Appendix. 

5 Comparison of Prediction With Experiment 

Figure 1 shows profiles of the axial mean velocity in wall 
coordinates. In this and subsequent figures, the symbols are 
marked at locations of the grid points. It is seen that, in the 
logarithmic region, the result of the present model lies between 
two "laws" usually accepted while the result of the HL model 
shifts above appreciably. Corresponding to the profiles, in the 
pipe friction coefficient the HL model gives the value 7.0 per­
cent lower than the Blasius formula, while the present model 
gives the value 1.6 percent higher than the formula. (In the 
U/U0 versus y/R plot (not shown) both models give fuller 
shape than the data corresponding to the small (if not zero) 
"wake" component in Fig. 1. This suggests a problem of the 
parent LRR model.) 

Profiles of the Reynolds shear stress and of the axial, radial 
and tangential turbulence intensities are shown in Figs. 2-5. It 
is seen from Fig. 3 that the HL model fails to reproduce the 
sharp peak in u' profile in the immediate vicinity of a wall. On 
the other hand, the present model yields the peak at nearly the 
same position as the data although the maximum value is still 
low. Figure 4 indicates a further defect of the HL model that 
the maximum in v' profile lies nearer to the wall than in u' 
profile. The present model seems favorable in this respect 
also. For w' profile, however, the present model shows a 
defect as seen from Fig. 5 that the profile has a flat part at 
UTy/v = 20-30. 

Figure 6 shows profiles of the energy dissipation rate e. 
(Laufer's data in the figure are drawn from Hinze's (1975) 
book.) It is noticed that the HL model gives superior result in 
the maximum value of e while the present model gives better 
result in the wall value of e. However, the data on e are usually 
subject to large errors and hence conclusive discussion is dif­
ficult to make. 

As a whole the present model gives improved predictions. In 
particular, the improvement of u' distribution is significant. 
For other turbulent quantities, the improvement is relatively 
modest and perhaps the difference between the two models is 
not much larger than the experimental uncertainty of Laufer's 
data. However, the high anisotropy of turbulent stresses is a 
distinct feature of the turbulence structure in the immediate 
vicinity of a wall and there is sound evidence for the sharp 
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Fig. 2 Turbulent shear stress 
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Fig. 3 Axial turbulence intensity 
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Fig. 4 Radial turbulence intensity 

peak in u' distribution from other experiments [e.g., Kreplin 
and Eckelmann (1979)]. 

The reason why the present model reproduces the high 
anisotropy may be traced to the redistribution terms. It should 
be remembered that the coefficient C,* of the return-to-
isotropy term decreases as a wall is approached. Moreover, in 
the normal stress equations the net effect of the mean-strain 
part of the redistribution is considerably reduced by the term 
Vij,w with rather large value of a. (Note that the term with 7 
appears only in the shear stress equation and reduces the total 
effect of <£*,;,> in the equation.) These two effects (C{* and 
<t>*tj,w) strongly suppress the isotropization of stresses, thus 
producing the high anisotropy. In addition to the improve­
ment of the redistribution, the present model augments the 
total turbulence energy to reproduce the experimental level 
(Figs. 3-5). The augmentation is related to the decrease in e 
(Fig. 6) and perhaps due to a decrease in the generation of e 
which results from the net effect of the term £ and the term 
with Ce4 in the e transport equation. 

6 Concluding Remarks 

The Reynolds stress model of Launder et al. for high 
Reynolds numbers has been extended to near-wall and low-

is— PRESENT MODEL 

HL MODEL 

OflTfl-LAUFER 

F i g . 

^HEj,lll..ea.l,l aa ii" a—H-

l'O ' 20 ' 30 ' 40 ' 50 ' 60 ' 70 ' 80 

Uxy/v 
5 Tangential turbulence intensity 
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10 20 30 40 50 60 70 80 

Uxy/v 
Fig. 6 Dissipation rate 

Reynolds-number regions. The extended model has been suc­
cessfully applied to fully-developed pipe flow. 

If we restrict ourselves to a single simple flow, it is not very 
difficult to obtain a satisfactory prediction by adjusting the 
values of model constants. Moreover, in such simple flow the 
stress equation model is not largely superior to lower-order 
models. Therefore, the present model should be applied to 
more complex flows with success before it claims to be 
definitely useful. Thus the present study may be regarded as 
the presentation of a possible model and of its basic perfor­
mance which suggests the promising nature of the model. 

Finally it is acknowledged that the numerical computation 
was carried out on FACOM M382 at The Computer Center of 
Nagoya University. 

References 

Hanjalic, K., and Launder, B. E., 1976, "Contribution towards a Reynolds-
Stress Closure for Low-Reynolds-Number Turbulence," Journal of Fluid 
Mechanics, Vol. 74, pp. 593-610. 

Hinze, J. O., 1975, Turbulence, 2nd Ed., McGraw-Hill, p. 736. 
Kebede, W., Launder, B. E., and Younis, B. A., 1985, "Large-Amplitude 

Periodic Pipe Flow: A Second-Moment Closure Study," Proceedings 5th Sym­
posium on Turbulent Shear Flows, Cornell University, New York, pp. 
16.23-16.29. 

Kreplin, H. P., and Eckelmann, H., 1979, "Behaviour of the Three Fluctua­
ting Velocity Components in the Wall Region of a Turbulent Channel Flow," 
Physics of Fluids, Vol. 22, pp. 1233-1239. 

Laufer, J., 1954, "The Structure of Turbulence in Fully Developed Pipe 
Flow," NACA Report, 1174, pp. 1-18. 

Launder, B. E., Reece, G. J., and Rodi, W., 1975, "Progress in the Develop­
ment of a Reynolds-Stress Turbulence Closure," Journal of Fluid Mechanics, 
Vol. 68, pp. 537-566. 

Launder, B. E., and Reynolds, W. C , 1983, "Asymptotic Near-Wall Stress 
Dissipation Rates in a Turbulent Flow," Physics of Fluids, Vol. 26, pp. 
1157-1158. 

Lumley, J. L., 1980, "Second Order Modeling of Turbulent Flows," Predic­
tion Methods for Turbulent Flows, Kollmann, W., ed., Hemisphere, New York, 
pp. 1-31. 

Patel, V. C , Rodi, W., and Scheuerer, G., 1981, "Evaluation of Turbulence 

42/Vol. 110, MARCH 1988 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Models for Near-Wall and Low-Reynolds Number Flows," Proceedings 3rd 
Symposium on Turbulent Shear Flows, University of California, Davis, pp. 
1.1-1.8. 

Prud'homme, M., and Elghobashi, S., 1983, "Prediction of Wall-Bounded 
Turbulent Flows with an Improved Version of a Reynolds-Stress Model," Pro­
ceedings 4th Symposium on Turbulent Shear Flows, Karlsruhe, pp. 1.7-1.12. 

To, W. M., and Humphrey, J.A.C., 1986, "Numerical Simulation of 
Buoyant, Turbulent Flow - I. Free Convection along a Heated, Vertical, Flat 
Plate," InternationalJournal of Heat and Mass Transfer, Vol. 29,'pp. 573-592. 

A P P E N D I X 

Governing Equations in Cylindrical Coordinates 

The nondimensional equations for the present model can be 
expressed as 

a * 
dt 

1 d / „ 3 * \ 1 A ^ „ 

where * stands for the dependent variables. The factors r $ 

and At are given for each $ as follows: 
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where u, v, and w denote axial, radial and tangential com­
ponents _of the velocity fluctuation respectively. Instead of 
v2 andw2,(i>2 + w2)and(t>2 - w2) are adopted as the de­
pendent variables for computational convenience. Note that 
all the variables here are nondimensional although the same 
symbols as the dimensional ones are used. The source terms 
are given as follows: 
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When the coordinate transformation [equation (36)] is ap­
plied, the derivatives with respect to r are replaced by 

dr 
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Discretized Equations 
The dependent variable * and its spatial derivatives are 

evaluated at the next time step n +1, the derivatives being 
replaced by the central difference. The time derivative is 
replaced by the forward difference between the time step n +1 
and the current time step n. The discretized equation thus ob­
tained is 

At, * ? + 7 + 5 * ( * 7 + 1 + c*, *?: --D* 
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where In the expressions of the coefficients, the coordinate r is still 
r / / i 2 h \ I d h i usec* f°r conciseness. The symbols At and ACT are the in-

At. = -At T$ ( — ~ + 2 ) + — (/T$) ' crements in t and <r respectively. The subscript denotes the 
L \ Aa 2Aov r or /ACT i nodal position in the coordinate a, while the superscript 
/ 2h 2 1 \ denotes the time step. The terms A, B, C and D are all 

Bi. = \+At ( r 4 —^- + —j-A*!,- evaluated at the time step n, the spatial derivatives included 
\ Ao r s being replaced by the central difference again. (The 

/ / h 2 n \ i d h ~\ superscript n are omitted in the equations for conciseness.) 
C,,. = — At ( r $ (—x-z —) — (/T#) -rr— . In the solution procedure, the discretized equations are 

' V V ACT 2ACT/ r dr ZACTJ; solved with the boundary conditions described in the section 4 
by using a standard tri-diagonal matrix algorithm. This pro-

D$. = *, + A/ S$. cedure is continued until the convergence criterion is satisfied. 
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Experimental Investigation of 
Morel's Method for Wind Tunnel 
Contractions 
Based on a numerical study of the potential flow through contractions of chosen 
geometry, Morel (1975) has given a method to obtain the shape of contraction 
which gives small adverse pressure gradients and low nonuniformity in the velocity 
distribution at the exit. Two contractions with area ratios of 12 and 3.464 designed 
using this method are investigated experimentally. It is found that there is no separa­
tion of flow, the thickness of the boundary layer at the exit is small and the 
nonuniformity in velocity at the exit is smaller than the predicted value. 

I Introduction 
The contraction or the nozzle is an important component of 

a wind tunnel. As the flow passes through the contraction it 
accelerates and this results in a reduction of the nonuniformity 
and turbulence level of the stream. In practical contractions, 
which are of finite length, one finds that (i) adverse pressure 
gradients are present at the ends of the contraction (Bradshaw 
and Pankhurst, 1964), (ii) the axial velocity is higher than the 
velocity near the wall at the entry to the contraction and (iii) at 
the exit the velocity near the wall (i.e., outside the boundary 
layer) is higher than that on the axis. Thus for a good perfor­
mance the nozzle contour should give low adverse pressure 
gradients at the ends of contraction so that no separation of 
flow takes place, the boundary layer thickness at the exit 
should be small and the nonuniformity in the velocity distribu­
tion at the exit (i.e. difference between velocity near the wall 
and that on the axis) must be small. A good contour should 
achieve these with a small length (Z,) to upstream diameter 
(D{) ratio. 

Nearly fifteen methods have been proposed to obtain the 
shape of contraction. Klein et al. (1973), Chmielewski (1974), 
and Morel (1975) give the bibliographic details of these 
methods. In a majority of these methods the governing equa­
tions for axisymmetric, incompressible potential flow are 
solved with an assumed axial velocity distribution (e.g., Tsien, 
1943, Chmielewski, 1974). This gives a set of streamlines. The 
portion of a streamline which gives a monotonic velocity 
distribution and very nearly the desired contraction ratio is 
chosen as the contour of the contraction. In another type of 
theoretical approach (e.g., Thwaites 1946, Bossel, 1969) the 
ends of the contraction are taken as equipotential planes. 
Then assuming a variable-separable solution one gets an ex­
pression for the velocity potential in the form of a series. From 
this the streamlines are calculated. The coefficients in the 
series are evaluated such that a monotonic velocity distribu-

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division June 8, 1987. 

tion is obtained along the wall. On the other hand, Morel 
(1975) starts with a chosen geometry for the contraction and 
obtains a numerical solution for the flow inside the contrac­
tion along with suitable straight ducts at either ends of the 
contraction. The treatment of the contraction as having a 
finite length does give the adverse pressure gradients and 
nonuniform velocity distributions at the ends. Based on a 
criteria for boundary layer separation due to Stratford (1959), 
guidelines are obtained for getting a contour without separa­
tion. This provides a very quick method of obtaining a con­
tour satisfying the requirements for good performance. A 
brief outline of Morel's method is given now. 

The nozzle contour is obtained by two power-law curves 
matched at a point xm and having their apexes at either ends of 
the contraction. During preliminary trials he finds that the 
cubic curves give the best results. Potential flow inside the 
contour is computed for values of contraction ratio (c) ranging 
from 2 to 25, the ratio L/Dx from 0.75 to 1.25 and the ratio X 
(=xm/L) from 0.12 to 0.8. From the computed wall static 
pressure distributions the pressure coefficients at the inlet and 
the exit, Cpi and Cpe< defined as follows, are obtained. 

cpe = i - (v^i . - ) 2 ; cPe = i - (t/2,»/^)2 

where Vt and Ve are, respectively, the minimum and max­
imum velocities near the inlet and the exit of contraction, Ul_„ 
and £/2,oo are the uniform velocities far upstream of the inlet 
and far downstream of the exit, respectively. Plots of Cpj and 
Cpe, with A'and L/Dx as parameters, are obtained for various 
contraction ratios. Cross plotting these, one gets X and L/Dx 
for a given c and chosen values of Cpj and Cpe. It is further 
found that for Cpe < .2 the difference between the wall veloci­
ty and the axial velocity at the exit is proportional to Cpe. A 
value of 0.39 for Cpi is recommended so that separation near 
the inlet is avoided. For Cpe a value of 0.06 is suggested. This 
will ensure that the nonuniformity in the velocity distribution 
at the exit will not be more than 2 percent, which is considered 
to be a reasonable value. Incidentally this value of C„ would 
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Fig. 1 Contraction shapes as obtained by Morel's method 
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Fig. 2 Experimental setup 

also give separation free flow at exit. Once X and L/D{ are 
known the contour is given by 

D-D> . 1 / x \ 3 „ x 

D,~D2 
-U-T)' 

-0-r): 
<X 

Q-xy 
for ->X 

where D is the diameter at a distance x from the inlet and D2 is 
the exit diameter. 

Though one would expect the conclusions based on the 
potential flow calculations to be valid in a contraction, it is felt 
that it would be interesting to verify them experimentally. 
Hence experiments are conducted on two contractions with 
c= 12 and 3.464 and the parameters of interest like the axial 
and wall velocity distributions along the contraction, the 
velocity distributions at the ends and the exit boundary layer 
thickness are measured and the results are reported in this arti­
cle. The contours studied are briefly described in section II. 
This is followed by a description of the experimental setup, ex­
perimental results and discussion. 

11 Contours Studied 

Bradshaw and Pankhurst (1964) recommend a contraction 
ratio of 12 for a good low turbulence wind tunnel. However 
many wind tunnels in common use have smaller contraction 
ratios of the order of 4. Hence contractions with area ratios of 
12 and Vl2 i.e., 3.464 are chosen for the present investigation. 
The diameter of the settling chamber ahead of the contraction 
is 250 mm. Velocity in the settling chamber is 4 m/s. Hence the 
value of Cpi which would not give separation, according to 
equation (12) of Morel (1975), is .323. A value of 0.35 is 
chosen for Cpi, Based on experience of Tulapurkara (1980) 
and the recommendation of Morel (1975) an acceptable value 
for the exit nonuniformity is chosen as 2 percent. This requires 
Cpe to be less than 0.057. A value of 0.05 for Cpe is chosen. 
These values of Cpi and Cpe give X= 0.537 and L/Dx = .858 
for c= 12, and X= 0.332 and £/£>, =0.88 for c= 3.464. For 
Dx of 250 mm we get D2 equal to 72.17 mm and 134.32 mm 

C =3.464 

Up stream end (x/L = 0) 
0=3.464 

Down stream end (x/L =1.0) 

0.4 0.6 
y/R2 

(»> 

: - ? = - * • " 

-1.0 -0 .8 -0.6 -0.4 -0.2 

Fig. 3 Experimental velocity distribution for c = 3.464. (a) Upstream 
end; (b) Downstream end; (c) Along the contraction. (Uncertainty in 
U = 2.5 percent near upstream end = 0.1 percent near downstream end) 
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Fig. 4 Experimental velocity distribution for c = 12. (a) Upstream end; 
(b) Downstream end; (c) Along the contraction. (Uncertainly in 0 = 2.5 
percent near upstream end = 0.1 percent near downstream end) 

for c= 12 and 3.464, respectively. The contours are shown in 
Fig. 1. 

Ill Experimental Setup and Technique 

The experimental setup is shown in Fig. 2. The centrifugal 
blower is driven by a 2 HP motor and delivers about 15 cubic 
meters of air per minute. The blower is connected to the dif-
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fuser through a flexible hose. This prevents transmission of 
vibrations from the blower to other parts of the setup. The dif­
fuser has an area ratio of 1:4 and a semiangle of 6 deg. The 
settling chamber which follows the diffuser has (i) a 
honeycomb of cell width 10 mm and depth 50 mm, (ii) nylon 
screens with wire diameter 0.36 mm and mesh width 1.25 mm 
and a settling length of 389 mm. The contraction is followed 
by a test section and a diffuser. The velocity in the settling 
chamber is 4 m/s. This would be nearly the settling chamber 
velocity in most of the wind tunnels with the test section speed 
between 50 to 60 m/s and the contraction ratio between 12 to 
16. 

The velocity distributions at the ends of the contraction and 
along the axis are obtained from measurements of the total 
pressure and static pressure using pitot and static pressure 
tubes. Micromanometers FC012 made by Furness Control 
Ltd. of U.K. are used for pressure measurements. The wall 
velocity distribution is obtained from the measurement of wall 
static pressure and the total pressure along the axis. Typical 
readings of the manometer during velocity measurements near 
the inlet and exit were 1.3±05and 190 ±-5 mm of water, 
respectively. This gives an accuracy of ±2.5 percent near the 
inlet and ±0.1 percent near the exit. 

IV Results and Discussion 

The velocity distributions at the ends and the distributions 
of axial velocity and wall velocity along the contraction are 
shown in Figs. 3 and 4 for c = 3.464 and 12, respectively. J?, 
and R2 in these figures are the radii of contraction at the inlet 
and the exit. From Figs. 3(c) and 4(c) it is seen that the adverse 
pressure gradients near the inlet is small. In the experiments 
one does not notice any evidence of separation and the loss of 
total pressure along the contraction is less than one mm of 
water. The adverse pressure gradient near the exit is hardly 
noticeable. The velocity distribution at the inlet does show an 
appreciable difference between the axial velocity and the wall 
velocity (Figs. 3(a) and 4(a)), but this is not of much 
significance. The difference between the axial and wall 
velocities at the exit for both the contractions studied is only 
about 1 percent as compared to 2 percent assumed in the 

design of their contours. The velocity distributions are seen to 
become almost uniform, (within ±0.5 percent) at about 0.1 D{ 
from the exit of the contraction. The heights of the boundary 
layer at the exit are about 2 mm and 2.5 mm for c- 12 and 
3.464 respectively. It may be mentioned that the exit radii in 
the two cases are 36.1 mm and 67.2 mm and that the displace­
ment thickness of the boundary layer would be only a small 
fraction of the boundary layer height. 

V Conclusions 

Two wind tunnel nozzles with contraction ratio of 12 and 
3.464 are designed using Morel's method using (^, = 0.35 and 
Cpe = 0.05, and are tested experimentally. It is found that (i) 
the adverse pressure gradient along the wall is small and there 
is no separation of flow, (ii) the nonuniformity in the exit 
velocity distribution is only 1 percent as compared to the 
design value of 2 percent, and (iii) the velocity distribution 
becomes practically uniform in 0.1 £), behind the contraction 
exit. 
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Experimental and Computational 
Investigation of the Two-
Dimensional Channel Flow Ower 
Two Fences in Tandem 
Measurements and computations of the mean streamwise velocity and its fluctua­
tions are reported for an arrangement of two similar fences mounted in tandem in 
fully developed channel flow. The influence of Reynolds number and blockage 
ratio, in terms of the size and location of the primary and secondary recirculation 
zones, were investigated. The flow field around each fence was found to be similar 
to one another as well as to the corresponding single fence flow, for Reynolds 
numbers (based on the fence height) of up to 100. For higher Reynolds numbers, 
the shear layer developing from the first fence was significantly disturbed by the se­
cond fence resulting in earlier transition and higher turbulence intensities. This ef­
fect was most evident in the measured differences of the recirculation lengths 
downstream of each fence. 

1 Introduction 

Configurations involving arrangements of sequential baf­
fles (ribs, thin obstacles, etc.) attached to a wall are commonly 
used for supporting and mixing purposes in heat exchangers, 
nuclear reactor cores, air-cooled solar collectors, some elec­
tronic circuit boards, internally cooled turbine blades, 
wastewater aeration tanks as well as chemical mixers and other 
chemical engineering applications. In some situations, tur­
bulence generation and mixing associated with separation are 
desirable, whereas in others, separation is to be avoided as it 
causes a pressure loss. For example, while artificial obstruc­
tions mounted in heat exchanger pipes promote fluid mixing 
and heat transfer rates, these also augment drag; an overall 
improvement of the efficiency depends on the mutual balance 
of these counter acting factors. Recent investigations, e.g., 
Berner et al. [1], Founti et al. [2] indicate that the flow pattern 
in configurations involving multiple, sequential baffles cannot 
be readily anticipated from the known behavior of the flow 
over a single baffle. The position of each obstruction in the 
flow, in relation to that of its neighbors, determines the per­
turbation and alteration of the flow field upstream and 
downstream of the baffle. Understanding the flow over a 
single baffle is necessary before the relative influence between 
successive baffles can be defined. 

The paper reports velocity measurements obtained with a 
laser-Doppler anemometer in a two-dimensional, fully 
developed channel flow where two thin fences have been ver­
tically mounted on a channel wall (Fig. 1). The second fence 
was located slightly downstream of the expected reattachment 
region for a single fence. The flow over a single fence, in the 
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same channel and for the same fence sizes and Reynolds 
number range as presented in this report, has been investigated 
by Durst et al. [3] and Tropea and Gackstatter [4] allowing 
direct comparisons to be drawn between the single and double-
fence flow with respect to the level of mixing as well as the size 
and location of primary and secondary recirculation zones. 

The flow has been numerically simulated and the results 
compared to the experimental ones. The standard k — e model, 
e.g., Launder and Spalding [5], has been used for cases involv­
ing higher Reynolds numbers. The modelled momentum, the 
turbulence energy, k, and dissipation rate, e, transport equa­
tions were solved assuming a two-dimensional flow. For the 
lower Reynolds number flows (ReA < 100) only the momentum 
equations were solved (i.e., flow was assumed non-turbulent). 

An adapted version of the TEACH-code as described by 
Gosman and Pun [6] was used to solve the system of the par­
tial differential equations governing the flow. The original 
code incorporated a HYBRID-scheme, e.g. see Spalding [7]. 
The QUICK-scheme, e.g. see Leonard [8] was alternatively ap­
plied for the treatment of the convective terms of the transport 
equations. 

2 Previous Related Work 

Past studies of the internal flow over a single fence or an 
obstacle helped establish the influence and effects of Reynolds 
number, blockage ratio, upstream conditions and, in the case 

Si 
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Schematic view of the flow field 
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of the obstacle, the length to height ratio. Reviews of wall-
reattaching separated flows have been provided, among 
others, in references [3, 4, 9, and 10]. Particularly for the tur­
bulent flow over a single thin fence, the following properties 
have been established: 

(1) The oncoming flow separates at the upstream corner on 
top of the obstacle. The upstream influence, due to the 
streamline curvature before the fence, is carried and prop­
agated downstream of separation. Depending on the geometry 
and Reynolds number, a third recirculation zone can occur on 
the top channel wall. 

(2) The size and extent of the three characteristic separation 
regions are functions of the blockage ratio and Reynolds 
number. Figure 2 shows the dependence of R/h (the ratio of 
main reattachment length to obstacle height) to the value of 
Reynolds number and blockage ratio. It allows direct com­
parison with the present results. 

(3) The developing shear layer after the downstream corner 
is thin enough not to be influenced by the walls. It curves 
sharply downwards in the reattachment region and impinges 
on the bottom channel wall. 

There have been few experimental investigations of 
separated flows due to interacting neighboring bodies and 
none detailed enough to establish the physical characteristics 
and important parameters for this group of complex flows. 
Two recent contributions, where detailed velocity 
measurements have been obtained with the use of laser-
Doppler anemometry, are those of Berner et al. [1] and Martin 
et al. [11] in two dimensional channel flows with multiple nor­
mal flat plates. In both cases, several flat plates have been 
used to model segmental baffles in heat exchanger geometries. 
The results can be useful in establishing certain characteristics 
of multiple-baffle flows; viz, 

(1) There exists a minimum number of baffles (i.e., flat 
plates) required before the flow can attain streamwise-periodic 
characteristics. This necessarily implies that sufficient distance 
is required for the flow development. 

(2) The development length (and consequently the number 
of required baffles) and the wake characteristics, for both 
laminar and turbulent flows, are functions of the Reynolds 
number, baffle spacing, and blockage ratio. 

(3) A shorter development length is required at higher 
Reynolds numbers, due to the stronger mixing, in order to 
achieve spatial-periodicity of the flow. 

In general, these flows are of great complexity and further 
experiments are required. It should also be noted that similar 
conclusions were reached for axisymmetric flows, see Founti 
et al. [2]. 

The above mentioned complexity and nonsimilarity 
characteristics of the plane flow over two or more obstacles 
imply that, from the numerical point of view, a special com­
putational approach is required for each flow configuration. 
The extended zones of recirculation, the pressure gradients 
associated with the strong streamline curvature and the fact 
that peak velocities occur in the vicinity of the channel walls 
render the reproduction of experimental results a severe test 
for computational approaches. 

3 Flow Configuration and Experimental Procedure 

An air flow in an open cycle channel was used for this study 
(Fig. 3(a)). The experimental setup consisted of a blower, a 
light-scattering particle supply for the laser Doppler 
anemometer, a settling chamber which also served as a mixing 
chamber for the seeding particles, a nozzle to accelerate and 
streamline the flow as well as a two-dimensional test section 
with inlet identical to that used by Tropea and Gackstatter [4]. 

The test section was 1 m long, 10 mm high, and 180 mm 

repressed ai r 12.0 bar 

2 Mixing Chafer 
3 Nozzle 
4 Test Section 
!> Part icle Generaior 

Fig. 3(a) Experimental setup 

JU. 
H =10mm 

-t = 1.6 mm 

Fig. 2 Variation of reattachment length with Reynolds number for the Fig. 3(b) The obstacle arrangement and definition of the coordinate 
flow over a single fence system 

N o m e n c l a t u r e 

A = cross-sectional area of the 
channel = HxD 

BR = Blockage Ratio = h/H # , = 
D = channel span-width 
h = obstacle height R2 = 

H = channel height 
k = turbulence kinetic energy 

m = mass flow rate Reh — 
R = reattachment point 

downstream of a single 
obstacle 
reattachment point 
downstream of first obstacle 
reattachment point 
downstream of second 
obstacle 
Reynolds number based on 
obstacle height = Ub'h/v 

S, = separation point upstream of 
first obstacle 

S2 = separation point upstream of 
second obstacle 

Ub = bulk velocity = m/A 
U0 = maximum inlet velocity 

e = dissipation rate of turbulence 
kinetic energy 

v = kinematic viscosity 
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wide in the x, y, ^-directions, respectively. The two obstacles 
(Fig. 3(b)) were manufactured out of a common block to 
avoid misalignment and were located on the bottom of the 
channel in the same manner as described in [4]. The first fence 
was located 700 mm downstream from the channel inlet, 
which corresponds to about 35 hydraulic diameters, and the 
second followed after 50 mm. The channel side-walls were 
made out of glass, whereas the top and bottom walls were con­
structed out of aluminum plates. The nomenclature used for 
the two reattachment points (7?1( R2) and the two separation 
points (S[, S2) is shown in Fig. 1. 

The two-dimensionality of the oncoming flow was confirm­
ed in more than 85 percent of the spanwise direction. Flow 
stability in long time operations was within 1 percent, and was 
confirmed from the mass flow rates calculated by integrating 
each mean velocity profile. 

A two beam, one-component LDA-system was used to ob­
tain the streamwise velocity component and its rms values. 
The transmission optics comprised a 15 mW He-Ne laser, a 
beam splitter, dual Bragg-cells, a beam offset prism and a 
focusing lens of 120 mm focal length. The shift frequency 
ranged up to 2 MHz according to the magnitude of the re­
versed flow and the turbulence level. The beam offset prism 
translated one of the two beams and aligned it parallel to the 
optical axis, which was also parallel to the vertical obstacle 
faces. This arrangement enabled the control volume to be 
located close to the obstacle faces and avoided blocking the 
laser beam with the solid walls. The size of the control volume 
was approximately 4> 220 ^m x 2.6 mm. The flow was seeded 
with 0.5 /xm-S nm olive oil particles produced by a 
compressed-air atomiser. 

The measuring point could be traversed in the three or­
thogonal directions by moving the channel itself while the 
LDA-system remained stationary. The control volume could 
be accurately located up to 0.1 mm from the channel side-
walls. The reattachment length and velocity profile 
measurements were performed along the half-width line of the 
channel, i.e., at z = 0. 

The bandpassed signals from the photomultiplier were 
digitized by a transient recorder (Datalab 1080, 20 MHz) and 
directly transferred to a host computer (HP-1000), where the 
Doppler frequency was estimated. Mean and rms values were 
calculated from a statistically large enough number of sam­
pled signals, ranging from 300 to 1500, depending on the flow 
conditions. 

Initially, the dependence of the reattachment lengths to the 
value of Reynolds number was examined for the range of 
20 2r Re/, = 1100. This approach was adopted in order to 
characterize the flow in laminar, transitional, and turbulent 
regimes analogous to the single fence flow. The reattachment 
point on the bottom of the channel was defined where the ex­
trapolated line of zero mean velocity met the channel wall. 

Detailed profiles of mean and rms axial velocities were ob­
tained for the conditions shown in Table 1. Table 2 presents 
estimates of the maximum errors incurred in the 
measurements and, where percentage values are given, they 
are related to the maximum value of the property in the 
measurement plane. 

4 Computational Procedure 

Some examples of previous computations of the flow over a 
single wall-attached obstacle/fence are shown in Table 3. 

The TEACH-code has been used for the solution of the 
system of partial differential equations and the computations 
have been performed on a CDC-4000 computer. The higher 
Reynolds number cases have been simulated using-the stan­
dard version of the k—e model of turbulence [5] which relates 
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Table 1 Flow and geometric parameters investigated 

BR 

R% 

0 . 24 

158 307 507 

0 . 4 8 

67 146 617 

Table 2 Error estimates 

3 u a n t i t y 

X 

Y 

z 

U 

u* 2 

R 1 ' R 2 

m 

Max. S y s t e m a t i c 

E r r o r 

+ 0 . 0 5 ram 

+ 0 . 0 0 5 mm 

+ 0 . 5 mm 

+ 0.015U 

+ o.ossu"1"* 

+ 1 mm 

+ 0.03m 

P o s s i b l e Random 

E r r o r 

+ 0 . 02 mm 

+ 0 .00 5 mm 

+ 0 . 0 5 mm 

+ 0.8% 

+ 1.5% 

+ 0 . 5 mm 

1. 5% 

Table 3 Some previous related computational investigations 

Author 

Durst and 
Rastogi 

/12/ 

Denodekar 
Goddard 
and Gosman 

/13 / 

Durao 
McGuirk 
and 
De Palma 

/u/ 

Flow 

ryj}--
ssssssss/s 

is. 

Discretization---'' 
scheme ^--^ 
^^_^-"^ T.M. 

CUDS / 
CSUDS / 

y k- E 
/ and 

/curvature 
jffodif icat ion 

CUDS+SIMPLE/ 
CUDS+PISO/ 
BSUD+ / 

PISQ/ k- E 
X and 

jf curvature 
/ modification 

CODS / 

/ k- e 

Grid s i z £ - ^ 
- d i s t r i b . 

28x34 / 

/ Hon-
/uniform 

36x33 / 
4 9x4 7 / . , 

/ Non-
/uniform 

60x4 3 / 

/ Non-
/uniform 

Findings 

-Recirculation zone 
length underpredicted 
-Discrepancies in the 
far wake due to poor 
calculation of rec.bub. 
-Need for more refined 
grid. 

-3.5% underprediction 
of r cc i r . length with 
BSHD and PISO. 
-BSHD improves predi­
ction of r e c i r . length 
from 23.33% to 12.8% 

-Recirc. length under-
predicted by 13%. 
-Small recirc.upstream 
and downstream not well 
represented. 
-Turbulence levels : 
correct but absolute 
values too low. 

CUDS: Central-Upwind Differencing Scheme 
CSUDS:Hybrid Central / Skew-Upwind Differencing Scheme 
QUDS: Quadratic Differencing Scheme 
BSUD: Bounded Skew-Upwind Differencing Scheme 
T.H.: Turbulence Model 

the Reynolds stress tensor to the mean rate of strain via a 
scalar turbulent viscosity hypothesis. 

The inlet boundary conditions for the turbulence energy, 
and its dissipation rate, were estimated by the following rela­
tions: 

k = P V l . l 
e = kL5/H 

where«'2 stands for the measured streamwise velocity fluc­
tuations and H for the channel height. The normal velocity 
component was set equal to zero on the walls and the wall 
shear stresses were given as the boundary condition for the 
velocity component parallel to the wall. For the turbulent flow 
calculations, the standard wall-function treatment, which im­
plicitly assumes a local equilibrium for k, was applied to the 
wall shear stresses [7], Fully developed flow conditions were 
assumed at the outlet plane. 

The SIMPLE-algorithm [15] was employed for the solution 
of the discretized momentum equations and the resulting 
matrix systems were solved with an iterative line-by-line pro­
cedure. The iterative cycle of the solution procedure was ter-
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minated when the sum of the normalized residuals became less 
than 0.01 percent. 

The required number of iterations was a function of the 
Reynolds number and the discretization scheme used. For ex­
ample, laminar flow calculations with the HYBRID scheme 
needed 905 iterations, whereas 1554 iterations were required 
for turbulent flow calculations with the QUICK scheme. 

The effect of grid spacing and density was determined by 
performing calculations with different grid arrangements. The 
grids were nonuniform, contracting at the two fences in both 
directions. Finer arrangements were required in the regions of 
steep gradients, whereas coarser grid distributions sufficed in 
the fully developed flow regions. The grid expansion ratio 
varied up to about 1.1 and 1.3 in the x- and j'-directions, 
respectively. Typical distributions were, for laminar flow, 
145 x 26 grid lines with the HYBRID scheme and 100 x 30 with 
the QUICK scheme. For the turbulent flow calculations 
100x30 grid lines were used with both schemes. 

The calculation domain extended from 30 mm ( = 3H) 
upstream of the first obstacle,1 where the flow was not in­
fluenced by the obstacle, to 150 mm (= 15H) downstream of 
the second obstacle. This selection ensures that the domain 
spans at least 20 obstacle heights downstream of the reattach­
ment point after the second obstacle, at which point the 
measured velocity profiles changed negligibly in the flow 
direction. 

5 Experimental Results 

For reasons of compactness, only a few of the experimental 
and computational results are presented here. A full account is 
given in reference [16]. 

5.1 Variation of Reattachment Length With Reynolds 
Number. Figures 4(a) and 4(b) show the measured reattach­
ment points on the bottom of the channel versus Reynolds 
number, for both blockage ratios. The definitions of /?,, R2, 
Su and S2 are schematically shown in Fig. 1. The size of the 
small recirculation zone upstream of each fence (Sl, S2) is not 
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significantly influenced by the value of the Reynolds number. 
The overall variation is between 0.4 and 1.2 fence heights for 
both blockages and S2 is always shorter than S^ For 
200 r̂ Re,, 2? 400 (BR = 0.24) and 70^Re„^200 (BR = 0.48) 
the separation zone upstream of the second fence merges with 
the one downstream of the first fence. 

Comparison of the variation of the primary reattachment 
length behind a single (R) and a double fence (R{, R2), shown 
in Figs. 2 and 5, respectively, confirmed the overall qualitative 
similarity between the two cases. Namely, in the laminar 
region the reattachment length increases with increasing 
Reynolds number and decreasing obstacle height. For 
Reynolds numbers up to about 100, Fig. 5, and for both 
blockage ratios, the presence of the second fence does not af­
fect the reattachment lengths (R1, R2) when compared to the 
single fence case. The slope of the curve remains the same as 
for the single fence case. The transitional flow regime is 
characterized by an abrupt decrease in the reattachment length 
and a subsequent increase to a constant level, which is 
characteristic of "turbulent-like" flow. However, for 
Re,, = 500 the constriction to the flow imposed by the second 
fence induces a longer recirculation zone after the first fence 
(Ri=1.8h) and a shorter one after the second fence 
(i?2=4.9h). Both are compared to the single fence case 
(R = 7.0h) and for the same Reynolds number. As for the 
single fence flow, increasing the blockage ratio reduces both 
i?, and R2 in relative terms (Fig. 5) but not in absolute terms 
(Fig. 4) and enhances an earlier transition to turbulence which, 
as expected, occurs earlier for the double fence flow 
(Re,, = 100) than for the single fence flow (ReA = 250). 

As shown in Fig. 4, no reattachment points could be 
measured between the two fences in the transitional regime for 
either blockage ratios. The corresponding velocity profiles 
(not shown here) show the merging of the two recirculation 
zones into one with diminishing width as the second fence is 
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approached. Normal stresses remained small in this extended 
recirculation zone for both blockage ratios. Concurrently, the 
reattachment length after the second obstacle is abruptly 
reduced. At higher Re,,, the two recirculation zones between 
the obstacles reappear and the one after the second fence no 
longer displays sudden changes. 

The observed variation of reattachment lengths with 
Reynolds number is associated with the momentum transfer 
mechanism, which is weaker for the lower values. As the 
Reynolds number is increased, the flow is accelerated above 
the first fence resulting in a reduced [/-momentum transfer in 
the j'-direction in order to overcome the pressure rise due to 
this fence; the net outcome being a shorter reattachment 
length. The momentum-transfer process is continued up to ap­
proximately half way between the two fences, where the ex­
istence of the second fence retards and finally inhibits the ex­
pected pressure recovery and, consequently, the momentum 
transfer. A reverse momentum transfer process is started 
which culminates with the acceleration of the flow over the 
second fence. 

5.2 Mean and Fluctuating Velocity Profiles. Figures 6 
and 7 present measured profiles for the two blockage ratios at 
various Reynolds numbers. It can be seen, Fig. 7(a), that the 
inlet flow conditions remain laminar as suggested by the 
parabolic mean velocity profiles at X= - 30 mm, even for the 
highest Reynolds numbers examined here. 

The mean velocity profiles at X=0 mm of Figs. 6(a) and 
7(a) show negative velocities adjacent to the first obstacle, im­
plying a flow separation at the upstream edge of the obstacle. 
The separated flow from the first obstacle reattaches between 

u/uo 
0 1.0 | Uo=t,.ti7™is | BR=0.24 | R e y ^ J o T ] 

10 j ^ ^ ^ Z i ^ ^ ^ ^ w ^ ! ^ ^ 

X (mm) 

(a) Mean velocity profiles 
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(b) Turbulence intensity distribution 

Fig. 6 Measured profiles for BR = 0.24, Reft = 507 

the two obstacles, as can be inferred from the mean velocity 
profiles at X= 10, 20 and 34 mm in Figure 6(a), which are 
more distorted than the corresponding profiles at low 
Reynolds numbers (not presented here). 

At Jf=52 mm, both the mean velocity and the turbulence 
intensity profiles differ significantly from those at X=0 mm, 
confirming the existence of different characteristics for the 
two recirculating regions. At X= 72 mm, which is 20 mm away 
from the second obstacle, the flow has already reattached and 
the reattachment length is much shorter than the first one. 
Downstream of the obstruction, at X= 120, 160, 200 mm, the 
flow redevelops slowly. 

The mean velocity profiles in Fig. 7(a) indicate that the 
channel area reduction due to the higher obstruction results in 
a greater flow rate above the obstacles. At X=0 and Jf=52 
mm, the mean velocity profiles on top of the obstacles are 
asymmetric and imply a significant radial velocity component 
close to the fence, much steeper than at the top wall of the 
channel. 

Figures 6(b) and 7(6) show the low turbulence intensities 
upstream and over the first fence and their increase between 
the two fences which also remains downstream of the second. 
For BR = 0.24, Fig. 6(a), the shear layer developing on top of 
the first fence experiences laminar separation but turbulent 
reattachment. The flow meeting the second fence is already 
turbulent at the separation point on top of the second fence. 
The higher turbulence levels in the second recirculation zone 
promote more efficient diffusion of momentum than in the 
first recirculation, which results in earlier reattachment. 

Figure 1(b) shows the corresponding axial normal stresses. 
At X= 0 mm, a small peak is present adjacent to the obstacle. 
The next profile at X= 19 mm shows much higher values than 
in the case of the lower obstacle as seen in Fig. 6(b). For the 
region between the two obstacles, the turbulence 
characteristics for the two blockage ratios differ considerably. 
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Although in absolute terms, the reattachment lengths are near­
ly the same, turbulent mixing is much more active for 
BR = 0.48. Bimodal velocity probability distributions were 
measured above the second obstacle, and may indicate the ex­
istence of periodic characteristics in the separated flow. 

Finally, a small-sized recirculation bubble was measured for 
transitional Reynolds numbers and BR = 0.48 on the top wall 
of the channel and downstream of the second obstacle. No 
such bubble was found downstream of the first fence, which 
can be due to the flow accelaration caused by the presence of 
the second fence. As is also observed in [3,4], the bubble on 
the top channel wall induced a strong three dimensionality to 
the flow field downstream of the second obstacle. This obser­
vation was confirmed by velocity measurements, e.g., as in 
Fig. 8, at various cross-flow locations after the recirculation 
bubble. This bubble also contributed to the reduction of the 
reattachment length downstream of the second obstacle. 

6 Computational Results 

6.1 Laminar Flow. Figure 9 compares computed velocity 
profiles, obtained with the two different discretization 
schemes, to the experimental data for BR = 0.48 and Re;, = 67. 
The profiles were selected to lie in the recirculation region and 
they typify results obtained using the two discretization 
schemes. Upstream of the first obstacle, at X= - 10 mm, both 
predicted profiles coincide with the experimental ones. Dif­
ferences first appear in the subsequentprofile at X=0 mm. 
The QUICK scheme predicts a steeper velocity gradient than 
HYBRID, the latter suffers from false diffusion associated 
with the inclination of the streamlines against the numerical 
grid, see e.g., [15]. As shown at X= 18 and 35 mm, the flow 
predicted with the HYBRID scheme reattaches earlier than 
that with the QUICK scheme. The difference is a consequence 
of the upwind discetization embodied in the HYBRID scheme, 
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Fig. 10 Measured and computed reattachment lengths, laminar flow, 
BR = 0.24 

that fails in the prediction of the recirculating flow. The in­
fluence remains downstream of the second obstacle. 

Figure 10 shows the variation of predicted and measured 
reattachment lengths as a function of Reynolds number for 
BR = 0.24. As expected, in both recirculation regions the 
QUICK scheme provides much better agreement with the ex­
perimental data than does the HYBRID scheme. The extent of 
disagreement between the two schemes remains almost the 
same for the first and second reattachment points, and it in­
creases with increasing Reynolds number and blockage ratio. 

6.2 Turbulent Flow. Figure 7 is representative of the 
predicted mean velocity and turbulent kinetic energy profiles 
for the higher blockage ratio. Generally, and similarly to the 
laminar flow case, the QUICK scheme provides better agree­
ment with the experiments than the HYBRID scheme for the 
mean quantities. Flow features such as the different reattach­
ment lengths after the first and the second fences and the flow 
redevelopment in the far downstream region are apparently 
well reproduced by the present calculation method using the 
standard k—e model. However, large discrepancies occur in 
the Ar-profiles, shown in Fig. 1(b), especially above the two 
obstacles. Turbulence energy is overpredicted above the first 
obstacle, suggesting the inadequacy of the turbulence model in 
this region. In contrast, the experiment shows a sharp peak 
above the second obstacle, which is not accurately predicted. 
It should be noted here that the measured turbulence energy 
was estimated only from the axial fluctuations, an assumption 
which is valid only for channel flows and makes it difficult to 
draw a general conclusion about the present results. 

Finally, Fig. 11 shows the calculated and measured reattach­
ment lengths versus Reynolds number for the turbulent cases. 
For the lower blockage ratio, the prediction hardly coincides 
with experiment. This discrepancy is, of course, caused by us­
ing the turbulence model without modification to account for 
the low Reynolds number nature of the flow. At the higher 
blockage ratio there is a better apparent agreement with the 
HYBRID scheme than with the QUICK scheme. However, the 
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results with the HYBRID scheme include errors due to 
numerical diffusion. It is therefore anticipated that the ap­
parently good agreement obtained with the HYBRID scheme 
is fortuitous. Nevertheless, the discrepancy due to the short­
comings of the turbulence model tends to be smaller with in­
creasing blockage ratio and Reynolds number, which im­
plicitly confirms that higher obstacles induce transition to tur­
bulence earlier than the lower ones. 

7 Summary 

The flow over two surface-mounted obstacles in tandem has 
been investigated both experimentally and numerically. 

In the laminar region, the reattachment lengths downstream 
of both obstacles increased with increasing Reynolds number. 
Their size and rate of increase was independent of the 
blockage ratio. 

In the turbulent region the reattachment lengths changed 
slightly with Reynolds number. The first recirculation region 
was about twice the size of the second one. Normal stresses in­
creased considerably above the first obstacle. The high values 
were retained within the separation zones and downstream of 
the second obstacle. 

In the transitional region and reattachment lengths de­
creased rapidly with increasing Reynolds number. The recir­

culating region behind the second obstacle indicated earlier 
transition than the first one, and the critical Reynolds number 
was lower for the higher blockage ratio. 

The flow details were reproduced with considerable ac­
curacy by the computer code incorporating the QUICK 
scheme for the lower Reynolds numbers. For the higher 
Reynolds numbers examined in the present study, the flow 
field was a severe test case for a conventional turbulence 
model. 
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Introduction 

Noise and Vibration Related to the 
Patterns of Supersonic Annular 
Flow in a Pressure Reducing Gas 
Valve 
Cause of intense aerodynamic noise and vibration from a contoured type valve is 
revealed in close relation to the supersonic flow patterns. Simple conical plugs are 
used in the experiments, and the valve pressure ratio is up to twenty. Four typical 
patterns of the flow are observed by schlieren photography. In one of these patterns, 
the jet flow along the plug separates from the wall to form an annular jet impinging 
on the inner wall of the valve chest. Such flow oscillates significantly in resonance 
with the acoustic modes of the chest cavity. The radiated noise and the dynamic 
force acting on the valve stem reach intense levels, dominated by some discrete com­
ponents of the corresponding frequencies. The mechanisms to generate or to sup­
press the flow oscillation, leading to the intense noise and vibration, are discussed. 

In fluid systems in various high power process plants, 
smooth control of the fluid energy has been one of the major 
techniques to insure the system against process runaway and 
structural failure and to keep the environment from heavy 
acoustic noise. However, the typical device of energy control, 
such as a control valve and a pressure relief valve, inevitably 
works to convert the kinetic energy not only to heat but to 
acoustic and vibration energy. The physical process involves 
turbulent mixing and very frequently resonance of a fluid- and 
structural system. Thus, the device itself is conflictingly a ma­
jor source of various acoustical and mechanical disturbances. 

Especially in gas flow control, the turbulent mixing of 
supersonic jets, arisen by the throttling, radiates extreme 
aerodynamic noise in the surroundings of the valve and the 
downstream piping. Furthermore, the high level noise con­
tains, in most cases, intense discrete components with frequen­
cies of more than several kilohertz [1]. Such components may 
be accompanied by oscillation of the jet in the valve and ex­
citation of the flow in the piping, and fatigue failure may oc­
cur in the structural parts. The flow field can be separated into 
two regions. One is the source region, in which noise is 
generated aerodynamically and mechanical vibration is in­
duced by the flow instability. The other is the propagation 
region where the noise and the dynamic disturbances are 
transmitted and excited. Many studies [2-5] concerning the 
acoustic characteristics of the propagation region have re­
vealed that discrete tones, of particular modes inside the 
downstream pipe, are radiated from the valve-piping system. 

In cases where the pressure drop across the valve exceeds the 
critical value a region of supersonic flow appears downstream 
of the valve restriction and the free layer with strong shear 
distribution interacts with several shock waves induced in the 
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flow. This mechanism of noise generation is quite different 
from the mechanism in subsonic shear flow [6]. Schmitt and 
Ziegert [7, 8] made an extensive study of the noise generated 
from valve trims of various types, and presented various 
schlieren pictures of the two-dimensional flow. In previous 
papers [9, 10] by the authors, the characteristics of noise and 
stem thrust were discussed in close relation to the supersonic 
flow patterns around a conical plug. However, the valve tested 
had no chest and the flow was directly diffused in the at­
mosphere so that effects of the inner wall of the chest could 
not be included in the discussions. 

In a real valve, the supersonic jet from the contraction im­
pinges on the inner wall of the valve chest before its diffusion 
is completed and, at some unstable flow patterns of the jet, the 
disturbance originated by the impingement will be fed back to 
excite an oscillation of the jet. The acoustic mode of the chest 
cavity will also control the resonance of the oscillation. Such 
oscillatory phenomena may be not only an additional source 
of an intense tone but also a cause of a flow-induced vibration 
of the valve components. Nevertheless, the interactions be­
tween the supersonic jet configuration in the vicinity of the 
contraction and the acoustic characteristics inside the valve 
chest have not been made clear; flow patterns under the 
resonance on the plug, such as configurations of the shock 
waves and a separated boundary layer, are of special interest. 

The present investigation is intended to reveal the cause of 
intense discrete noise and flow-induced vibration of the valve 
stem under the condition of high pressure reduction. Since in­
ternal flows in real valves are too complicated to obtain fun­
damental understandings, only valve configurations with the 
most essential geometries are employed in this investigation. 
In addition to the noise and vibration measurements, schlieren 
photography is used. The flow patterns are divided into four 
types, and, to each of them, characteristic features in the 
noise, the vibration, in configurations of the shock wave and 
the separated boundary layer are assigned. Only one among 
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the patterns is found oscillatory in resonance with the acoustic 
mode inside the valve chest and with an exciting feedback loop 
by the jet impingement on the chest wall. 

Experimental Apparatus and Procedure 

Experiments were performed by using a blow-down facility.. 
The main parts are a reservoir of 0.75 m3 in volume, a control 
valve of 1-1/2 in. nominal diameter, a diffuser of 15° vertex 
angle, a collecting chamber of 200 mm internal diameter, and 
a convergent nozzle with a contraction ratio of 400:1. The test 
valve is mounted at the nozzle exit of 10 mm diameter, as 
shown in Fig. 1(a). The test valve and the related devices are 
installed in an anechoic chamber with dimensions of 2.4 m in 
width, 6.8 m in length, and 2.3 m in height. The chamber is 
measured to be anechoic for frequencies higher than 500 Hz, 
which covers the usual range of supersonic aerodynamic noise. 

The test valve is constructed as shown in Fig. 1(b). The 
diameter Dl of the conical plug is 20 mm, and the vertex angle 
ix is varied between 60 and 180 degrees. The plane valve seat 
has a square edged circular port of 10 mm in diameter. The 
length of the chest / is 88 mm and the internal diameter D2 is 
varied between 40 to 68 mm. In most cases, the chest is opened 
to the atmosphere in the direction of plug axis. A chest with a 
side opening is also used to compare the effect of skew in the 
flow. The plug and the stem are rigidly supported in the axis of 
discharging flow by a lift-adjusting device, which consists of 
two ball bushes and a stepping motor, as shown in Fig. 1(a). 
The natural frequencies of the plug-support system are 
measured to be 200 Hz and 3 kHz for bending and 
longitudinal vibration, respectively. 

Area ratio of the valve opening fi is calculated by the follow­
ing expression, 

decreased with constant rate of change, i.e., 40 kPa/s. The 
flow field around the test valve is assumed quasi-steady. 
Precise measurements of steady flow are performed by keep­
ing the stagnation pressure within an allowance of 2 percent. 

The stagnation pressure P0 and the stagnation temperature 
T0 of the valve flow are measured at the collecting chamber 
and recorded on an electromagnetic oscillograph. The valve 
pressure ratio is defined as P0/P„, where Pa is the atmospheric 
pressure. The overall sound pressure level, i.e., O.A.SPL in 
dB, is measured at a distance of one meter from the valve us­
ing a 1/2-in.Briiel and Kjaer (B&K) condenser microphone 
and a B&K 2606 precision level meter. The rms value of stem 
thrust Frms is obtained by a Kistler piezotron load cell, 
mounted to the valve stem between the two ball bushes, using 
a B&K 2607 rms meter. It should be noted here that the 
dynamic thrust data, to some extent, are affected by stem 
bending due to the elastic character of the ball-supported 
bushes. 

Both the noise and the thrust levels are continuously record­
ed versus the valve pressure ratio on an X- Yrecorder. Fluctua­
tions of the sound pressure and the stem thrust F are recorded 
on a magnetic tape under steady flow condition. Ensemble-
averaged spectra of these dynamic data are processed by a 
SD-330-20 spectral analyzer. During the measurements, the 
temperature Tb within the valve chest is kept at about 10°C. 
All of the transducers and instruments have an accuracy better 
than 0.1 percent over the frequency range from 20 Hz to 20 
kHz; the frequency range of the microphone is between 4 Hz 
and 40 kHz, and the resonant frequency of the load cell is 70 
kHz. 

Instantaneous schlieren pictures of the flow pattern inside 
the valve chest are taken by using a chest equipped with optical 

a- [The minimum cross-sectional area formed by the seat and the plug] Q \ 

[The cross-sectional area of nozzle exit] 

and then, is expressed as a 
follows, 

1 

function of the valve lift h as 

^^bnM1"^) ]• (2) 
cos(jx/2) C V d 

The lift is adjusted with an accuracy of 1/100 mm. 
Compressed dry air, 3 MPa in the reservoir at a pressure 

and a dew point of -70°C , is discharged through the test 
valve into the atmosphere. The blow-down operation is 
regulated by a control valve in such a manner that the stagna­
tion pressure in the collecting chamber is slowly increased or 

side windows. The cross-section is slightly different from cir­
cular, see Fig. 1(c). The frame of the picture is denoted by a 
dashed line rectangle in Fig. lib). Electric spark is used as a 
light source. The exposure time of the recording is less than 5 
/AS. 

Levels of Dynamic Thrust and Acoustic Noise, and Patterns 
of Throttled Flow 

History of Dynamic Thrust and Noise Against Valve 
Pressure Ratio. In Fig. 2, the rms levels of the thrust fluctua-

Nomenclature 

c = 
d = 

A = 
D-, = 

f = 

fc 

F = 

rms 

h = 
J m 

* , = 
K~ 

speed of sound 
diameter of valve port 
diameter of conical plug 
internal diameter of 
valve chest 
resonant frequency of 
the chest cavity 
cut-off frequency of the 
chest cavity 
fluctuating fluid thrust 
acting on valve stem 
rms value of F 
valve lift 
Bessel function of order 
m 
axial wave number 
dimensionless radial 
wave number 

/ 
- ^ i m . 

m 

Nm 

O.A.SPL 

P 
Pa 
Po 

r 

= length of valve chest 
= characteristic length of 

annular impinging jet 
= critical mass flow rate 

through valve throat 
= Neumann function of 

order m 
= overall sound pressure 

level in dB 
= acoustic pressure 
= atmospheric pressure 
= stagnation pressure of 

valve flow 
= radial distance from z-

axis 
R = gas constant 
St = Strouhal number 

SPL = sound pressure level in 
dB 

Tb = air temperature in valve 
chest 

T0 = stagnation temperature 
of valve flow 

Va = isentropic flow velocity 
z — axial distance from 

valve port 
/3 = area ratio of valve 

opening 
7 = isentropic exponent of 

air 
8 — circumferential coor­

dinate around z-axis 
(x. = vertex angle of conical 

plug 
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characterized by the annular jet diverging conically along the
plug surface and by the boundary layer separating without
reattachment on the plug. It will be made clear in Section 4
that the increase of the levels is due to a high frequency oscilla­
tion of the flow.

2 A considerable reduction occurs in the levels at a
pressure ratio around 12.5. The flow pattern FP-B is abruptly
switched to another pattern (FP-C), where the jet attaches to
the valve seat. It should be noted that this pattern is one in­
volving the lowest noise and vibration in the experiment.

3 At pressure ratios higher than 18.5 the jet, attached to
the seat surface, separates again from the surface leading to
the appearance of a flow pattern FP-D. The noise level in­
creases again.

Fig. 2 Typical trace of levels of noise and dynamic thrust versus valve
pressure ratios during the increase (p; 100 deg, (J; 0.3, D1/d =2,
D2/d;6)

~fe~Il'~~~ncal ~~t~~s~::~~r~~:l
schlieren photo­
graphy

Fig. 1 Experimental apparatus

tion and the acoustic pressure are traced versus the pressure
ratio during its increase. The alphabetic codes refer to the flow
patterns which will appear in Fig. 3.

Several characteristics may be observed in these typical
traces as follows:

1 Discontinuous changes in the levels appear at some par­
ticular pressure ratios, and the changes are accompanied by
discontinuous switchings of the flow pattern. The most
remarkable increases of the levels occur in the range of PO/Pa
from 10 to 12.5. The related flow pattern denoted by FP-B is
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Fig.3 Types of flow patterns on conical plug (p;100 deg. D1/d;2,
D2/d =6, (J =0.3)
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Descriptions of Flow Patterns and the Transition. The
levels of the aerodynamic noise and the fluid thrust fluctua­
tions are found to have close relation to the patterns of the
flow within the valve chest. In the present investigation, the
patterns are classified into four different types according to
their structures. The transition from one pattern to another
takes place discontinuously at a pressure ratio particular to the
pattern. In Fig. 3, the schlieren pictures are shown in order of
appearance as the pressure ratio is increased. Configurations
of the wave system and the separated boundary layer are
deduced for the respective pictures. Clear differences are seen
in the corresponding spectra of the radiated noise and the in­
duced fluctuation of the thrust.

Each of the flow patterns and their transition have special
features as follows:

[FP-A] Weak Conical Flow [Fig. 3(a)]: This supersonic pat­
tern is observed in the lowest range of the pressure ratio. The
wall jet from the throat diverges along the plug surface and
leaves the trailing edge without separation from the surface.
An expansion wave, issued from the leading edge of the seat,
forms a compression wave C after reflections from the plug
surface and the free layer, and the boundary layer on the plug
is separated slightly due to the adverse pressure gradient across
the wave C. A shock wave Ss is originated by the separation.
Close to the trailing edge of the plug, the boundary layer reat­
taches and a second shock wave Sr is formed. This structure of
the flow is also deduced from measurements of the pressure
distribution and oil film profiles on the surface [9, 10].

The sound pressure shows an almost flat spectrum over the
range higher than several kilohertz. The discrete components
in the spectrum of the dynamic thrust are due to the resonance
of supporting structure; Le., 200 Hz for the lateral and 3 kHz
for the longitudinal modes.

[FP-B] Strong Conical Flow [Fig. 3(b)]: This pattern is
found to be oscillatory, and appears in a range of large valve
lift. As the pressure ratio increases, the compression wave C
becomes strong and the separation position of boundary layer
is moved downstream. The separation bubble grows up and
finally extends past the trailing edge of the plug. At this stage,
this type of configuration is taking place: the jet flow is
separated and deflected away from the plug surface, and
diverges to impinge on the inner wall of the chest. The

pressure of the excess expansion is recovered almost to the at­
mospheric pressure by a single strong shock wave Ss.

The noise and the dynamic thrust associated with the pat­
tern are at the highest level of all. The random components of
noise increase in a frequency range higher than 5 kHz, and
discrete components of about 8.7 kHz and the harmonics ap­
pear significantly in both of the spectra.

[FP-C] Attached-to-Seat Flow [Fig. 3(c)]: This pattern ap­
pears in a range of small valve lift. The flow is attached to the
valve seat and is quite stable. Both the noise and the dynamic
thrust are at the lowest levels, despite of the high pressure
reduction.

The separated jet in the flow pattern FP-B may switch and
be attached to the seat surface if the flow deflection a around
the edge of the seat exceeds 90 deg across a sufficiently strong
expansion. A closed separation bubble on the seat surface and
an induced shock wave SSz are observed in the schlieren pic­
ture. The shear stress distributed along the free layer may be
less intense than the stress along the free layer in the pattern
FP-B, since the layer in the present case is introduced by the
boundary layer separation on the plug surface. Then, the noise
emission from the free layer is considerably reduced.

[FP-D] Free Flow [Fig. 3(d)]: This highest pressure pattern
appears with a valve of small opening, or with a chest of small
inside diameter. The jet expanding from the valve throat is
separated from both the plug and the seat surfaces.

As the pressure ratio is increased, the separation bubble on
the seat surface, appearing in the pattern FP-C, is growing
toward the inner wall of the valve chest. Eventually, the
separated jet comes to impinge directly on the wall without
reattachment to the seat surface, and the flow takes this new
pattern. As in the case of the strong conical flow of type FP-B,
the flow diverges conically downstream of separation and the
turbulent noise takes a similar level at the very high frequency
range. Nevertheless, discrete components are not significantly
present in the spectra of the noise and the dynamic thrust.

Referring to numerical results [10] of the valve flow using
the so-called Fluid-in-Cell method by the authors, it should be
noted here that, in the pattern FP-B, the Mach number along
the free layer is very high and the flow downstream of the
shock wave still remains transonic, whereas the shock wave in
the pattern FP-C makes the downstream, and consequently

10
f'l'eque~:c!l kll~

( 3 ) SOUl~d pressure l(!vel (b) O)'n.1l:)lc fluid thrust i'

, : O.A.SPL

10
Ft·aqwmcy kHz

( c) SOund pressure level in C3se O[
lest ""'lIve ""ithout valve chest.

@: Po/Pa o I5.0
(Fr-B)

Q): Po/Pa - 15.0
(FP-B)

ill: PolPa 0 B.5
(FP-B)

<D: PolPa -6.5
(FP-A)

( d) Schlieren pictur s

Fig. 4 Change in spectra of various dynamic data and appearance of
discrete components induced by oscillating flow. The schlieren pic·
tures show instantaneous pattern of the flow within respective pressure
ranges where the dynamic characters are not altered (P = 100 deg,
D1 /d =2, D2/d = 6, ,8 =0.5).
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Fig. 5 Physical model inside valve chest; radial, axial and angular coor­
dinates are denoted by r, z, and $ 

the separated free layer, to be low subsonic. This is one of the 
reasons why the turbulent noise in high frequency range is 
reduced remarkably by the flow pattern FP-C. 

Characteristics of Dynamic Thrust and Noise Induced by 
Oscillating Flow. Typical maps of the spectra of the various 
dynamic data versus pressure ratio are shown in Fig. 4. In this 
case of the valve opening, the patterns of type FP-A and type 
FP-B are observed. Instantaneous schlieren pictures are shown 
in the figure (d). The flow pattern switches at P0/Pa = 8. 

It is clearly seen in the spectra (c), that the discrete noise 
components which are quite intense in the spectra (#) are not 
present if the valve chest is removed. Also, several discrete 
components, appear in the spectra (b) of the dynamic thrust. 
The two of the low frequencies are due to the resonance of the 
plug support. 

The most remarkable increase in the levels of the noise and 
the dynamic thrust occurs at P0/Pa = 8. This is associated with 
the switching of the flow pattern from the type FP-A to the 
type FP-B. A discrete component of 9 kHz and the harmonics 
become quite dominant in both of the spectra. These are 
caused by a self-sustained oscillation of the flow, and not by 
the superharmonics of the longitudinal fundamental of the 
plug support, since the components are induced only when the 
valve chest is installed, and since the frequencies vary with the 
inner diameter of the chest and with the pressure ratio. The 
flow may be oscillating in an axisymmetrical manner, as 
observed in the picture @ . The shock waves in the flow are 
observed oscillating back and forth along the plug, and fluc­
tuations of large amplitudes are introduced in the pressure on 
the plug surface and, consequently, in the thrust force. Of 
course, such oscillation produces an intense tone noise. 

As the pressure ratio is increased beyond 14, the frequency 
of the oscillation jumps to a higher value. This jump of the 
oscillation is triggered by the primary shock wave Ss reaching 
the trailing edge of the plug. The flow patterns in instan­
taneous pictures (3) and (4)> which are taken by separate ex­
posures, are observed asymmetric and reverse of each other. 
Therefore, the flow may be oscillating with a circumferential 
mode in addition to a radial mode. The level of the dynamic 
thrust is reduced by an amount of 10 dB, because the cir­
cumferential oscillation of the flow does not induce axial com­
ponent of vibration. 

Acoustic Resonant Frequencies in Valve Chest and 
Oscillation Frequency of Flow 

Acoustic Modes in Valve Chest. The flow oscillation is 
likely excited by resonance with an acoustic field in the valve 
chest; i.e., the chest functions as a resonator. The resonant 
frequency is easily obtained, since the averaged flow velocity 
in the chest is very low compared with the sound velocity. 
Assuming the passage inside the chest as annular, as illustrated 
in Fig. 5, the resonant frequency/is given as; 

/ = 
2TT 

kl + £¥)' (3) 

where c is the sound velocity, and kz is the axial wave number 
expressed as: 
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Fig. 6 Oscillation frequencies versus inner diameter D2 of valve chest 

kz = (2; + 1)TT/2/ (i = 0,1,2, . . . ) (4) 

The dimensionless wave number Kmn is formed as an nth 
solution of the following eigen value equation of mth order 
for K„: 

—Jm(KRR)\R^ 
dR 

Nm(KRR)\R^ 

dR 
Jm(KRR) U= 67? 

•Nm(KRR)\R=A=Q (5) 

where R = r/(D2/2) and A =Dl/D2. Jm and N,„ are Bessel and 
Neumann functions of order m, respectively. 

A circumferential and radial wave mode, denoted as mode 
(m, n), divides the cross section with m diametric and n cir­
cular nodes. It is found by a preliminary experiment that the 
oscillation frequency of the flow is independent of the length / 
of the chest, except in the case of extremely short length, so 
that the axial waves travelling in the z-direction are neglected; 
i.e., kz =0. Then the resonant frequency reduces to the cut-off 
frequency expressed as: 

fc=cKmn/'wDl (6) 

In the analysis, the following boundary conditions are 
applied: 

_9p 
dz k = 0 

= 0, p = 0, 
dp_ 

dr Ex 
' 2 

= 0 (7) 

where p is the acoustic pressure. 
As seen in Fig. 6, the oscillation frequency of the flow 

decreases as the inner diameter D2 of the valve chest is in­
creased, and is slightly raised by an increase of area ratio /3 of 
the valve opening. The cut-off frequency of mode (0,1), which 
is calculated by equation (6), has a good agreement with the 
measured oscillation frequency. It may be concluded that the 
flow oscillation is in resonance with the radial acoustic mode 
in the valve chest. 

Oscillation Mechanism of the Strong Conical Flow. An in­
tense oscillation of the valve flow takes place when accom­
panied by the switching of the flow pattern to the strong con­
ical flow of type FP-B. This fact suggests that the following 
two characteristics of the flow of type FP-B will be essential to 
the oscillation of the flow field; 

Condition-1. The shock-induced separation of the boun­
dary layer is not closed on the plug surface by the reattach­
ment, so that the instability of the separation is directly excited 
by pressure disturbances arising in the ambient air. 

Condition-!. The annular jet leaving the plug surface im­
pinges on the inner wall of the valve chest, so that pressure 
disturbances are produced on the wall. 

Now, for use in discussing the mechanism of the flow 
oscillation, a model as illustrated in Fig. 7 is proposed. The in­
stability of the separated layer will cause fluctuation of the 
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shock wave Ss, and will be modulated to generate turbulent 
vortices by its interactions with the free layer developed from 
the seat edge. These vortices convect downstream and grow to 
be coherent structures through the shear layers, and impinge 
on the inner wall of the valve chest. Thus, pressure pulses may 
be produced [condition-2]. The pressure waves propagate 
upstream through the ambient air as sound waves. Since the 
separation on the plug surface is opended to the ambient 
[condition-1], the sound waves control the instability of the 
separation. Thus, a feedback loop of the instability excitation 
is formed between two regions of the separation and the im­
pingement of the flow. A standing wave pattern will be 
established and the oscillation of the flow is sustained if the 
superposition of the pressure field, induced by the 
downstream convected vortices and the upstream propagating 
sound wave, is in harmony with the acoustic mode in the valve 
chest. 

The above consideration is concerned with the case where a 
radial mode of the oscillation dominates. However, when a 
circumferential mode comes to contribute, an additional 
mechanism must be introduced in the isentropic part of the 
flow upstream of the shock wave. 

In the following subsections, several examples which sup­
port the oscillation mechanism will be introduced. 

Characteristic Length and Strouhal Number of the 
Oscillating Flow. The present oscillation of flow may be 
characterized by the length Lim of a column of annular jet 
between the location of separation and the section of the im­
pingement. The Strouhal number of the oscillation is defined 
as St=f'LimyVa, and is presented versus the normalized 
length Lim/d in Fig. 8. The location of the separation is read 
from the schlieren picture as the location of the shock wave Ss. 
The isentropic flow velocity calculated from the valve pressure 
ratio is taken as the reference velocity Va. 

It is interesting that the Strouhal number is almost constant 
at a value of 0.5 for various geometries of the valve. The value 
is close to the Strouhal number which describes the oscillation 
of an impinging jet of high subsonic Mach number [11]. Note 
that the Mach number downstream of the shock wave Ss is 
around one as stated in Section 3 [10]. Also, the oscillation of 
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Fig. 9 Variation of oscillation frequencies and the component levels of 
dynamic thrust and noise versus pressure ratio, (ji = 100 deg, /3 = 0.5) 

flow does not occur at the impingement length Lim/d below 
1.6. It may be so, because the length is so short that the 
downstream convected vortices cannot be fully amplified by 
the shear layer. 

Oscillation Frequency Related to Valve Pressure 
Ratio. Figure 9 shows the variation of the oscillation fre­
quencies and the component levels of the fluctuating thrust 
and noise versus the pressure ratio for different inner 
diameters D2 of the chest. 

As the pressure ratio is increased, the oscillation frequency 
gradually increases for every D2. However, beyond the 
pressure ratio at which the jump of the frequency is triggered 
by the primary shock wave reaching the plug trailing edge, no 
more increase of the frequency is noticed. In the same figure, 
the cut-off frequency in the passage is introduced, which is ob­
tained by substituting the corresponding diameter of the shock 
wave position into Dx of equation (5). The changing 
characteristics of oscillation frequency against pressure ratio 
show a good agreement with those of the theoretical cut-off 
frequency, so it can be said, macroscopically, that they are due 
to the movement of the separation point, i.e., the position of 
shock wave Ss where instability is imposed, along the plug sur­
face depending on the pressure ratio. 

It is also seen in Fig. 9 that the jump of oscillation frequency 
corresponds to an intermittent switching of the acoustic mode 
(0,1) to the mode (1, 1) in the passage. Therefore, as observed 
in Fig. 4(d), in the middle range of pressure ratios the flow 
oscillates in an axisymmetrical manner since the mode induces 
only a radial pressure variation. As the pressure ratio in­
creases, the shock wave reaches the trailing edge of the plug 
and a circumferential pressure variation comes to contribute 
to the mode. The flow oscillates in asymmetrical manner. 
Depending on the oscillation mode, the level of dynamic 
thrust becomes higher in the middle range of the pressure ratio 
and becomes lower in the range of relatively high pressure 
ratios. However, the noise level continues to increase with an 
increasing pressure ratio, irrespective to the mode difference. 

Effect of Shapes of Plug, Seat and Chest on Oscillating 
Flow 

Mechanisms of oscillation of the strong conical flow have 
been presented in Section 4. The oscillation can be suppressed 
or eliminated effectively by removing one of the factors induc­
ing the flow oscillation. The rms values of thrust fluctuation 
normalized by the fluid momentum m>Va are compared in 
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Fig. 10 for several shapes of the plug and the seat. Here, m is 
the critical mass flow rate through the valve throat expressed 
as; 

(Y+l)/(2(-y-l)) 

4 H\y+lJ 

a is the isentropic fl 
. / P \ (T-D/27 r 

X 7 
,7 + 1/ ^ r , , 

and Va is the isentropic flow velocity given by: 

(8) 

- 1 L ( £ ) - ] } 
(9) 

The level of a disk plug is significantly low over the entire 
range of the experimental pressure ratio because flow oscilla­
tion cannot occur due to the continuous appearance of the 
attached-to-seat flow. Arrangement of circumferential teeth 
on a conical plug, see type SF, is also effective in suppressing 
the fluctuation. The residual level in all of the cases is due to 
the longitudinal vibration of the plug support. 

However, a conical plug with a circumferential bank, i.e., 
type F, leads to a remarkable rise of the level in the range of 
pressure ratio higher than 10 despite the flow being observed 
to remain always attached to the seat surface. The rise of the 
level, in this case, is associated with a growth of the discrete 
component of 3 kHz which is the frequency of the longitudinal 
fundamental of the plug support. This longitudinal vibration 
may be suppressed or stabilized by grooving the bank to form 
the plug of type SF. 

The tapered seat is also effective in suppressing the flow 
oscillation and consequently the levels of the dynamic thrust 
are found to be low. In this case the seat directs the flow in the 
direction of the plug surface and the separation does not reach 
easily the trailing edge of the plug. 

The dynamic thrust is significantly increased by mounting 
the exhaust port to the side wall of the chest, as illustrated in 
Fig. 11. In the lower range of the pressure ratio the bending 
vibration of the stem is dominant because the average flow is 
skewed and asymmetric. In the middle range of the pressure 
ratio, the oscillation of strong conical flow induces a vibration 
that is similar as in the case of the straight chest. Further 
analysis of the vibration is not made at this stage. However, it 
may be expected that the bend connected to the valve chest 
must be placed at a certain distance from the plug. 

Conclusions 

1 Four types of flow patterns are observed in the range of 
pressure ratio between 3 and 20; i.e., the weak conical flow, 
the strong conical flow, the attached-to-seat flow, and finally 
the free flow. These patterns form sequentially with increasing 
pressure ratio. The attached-to-seat flow is the pattern of 
lowest noise. 

2 Due to the presence of the chest, intense noise and vibra-

0.20 

0 .15 -

. 0 . 10 

0.05 

C P A ^ 
A A A O f f o \ 

A 0 O O Q A A A A A 
„n 0 0 „ 

cP ooOT o 0 o 

y/amui 

St ra i gh t f low 

A5 

10 
Po/Ps 

15 20 Skewing flow 

Fig. 11 Fluctuating thrust caused by side mounting of the exhaust 
port (p = 100 deg, D^ld = 2, D2ld = 6, 0 = 0.5, l/d = 8.8) 

tion is generated at the flow conditions where the strong con­
ical flow takes place. The spectra of the noise and dynamic 
thrust are dominated by discrete components of high frequen­
cy and they are induced by oscillation of the flow. 

3 This oscillation depends on the flow structure in the 
close vicinity of the plug and on acoustic modes in the passage 
formed by the plug and chest. The frequencies almost coincide 
with the resonant frequencies of circumferential and radial 
modes of the passage; the frequency of the axial mode is not 
effective. The length of the annular jet, which leaves the plug 
surface with the shock-induced separation and impinges on 
the inner wall of the chest, affects the frequency of the oscilla­
tion. However, the Strouhal number based on this length takes 
almost a constant value of 0.5 for various valve dimensions. 

4 The oscillation is present when the following two condi­
tions are reached; one, that the shock-induced separation of 
the plug boundary layer is not closed, so that the instability of 
the separation is directly excited by disturbances in the am­
bient air; and the other, that the annular jet leaving the plug 
surface impinges on the inner wall of the valve chest so that 
strong pressure pulses are produced by arrivals of large vor­
tices convected by the jet. 

5 Either a disk plug or a conical plug with circumferential 
teeth is preferable to a simple conical plug to reduce the noise 
and vibration, because the attached-to-seat flow can easily oc­
cur over a wide range of the pressure ratios and the flow 
oscillation is effectively suppressed or eliminated. 
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Supercomputing of Supersonic 
Flows Using Upwind Relaxation 
and MacCormack Schemes 
The impetus of this paper is the comparative applications of two numerical schemes 
for supersonic flows using computational algorithms tailored for a supercomputer. 
The mathematical model is the conservation form of Navier-Stokes equations with 
the effect of turbulence being modeled algebraically. The first scheme is an implicit, 
unfactored, upwind-biased, line-Gauss-Seidel relaxation scheme based on finite-
volume discretization. The second scheme is the explicit-implicit MacCormack 
scheme based on finite-difference discretization. The best overall efficiences are ob­
tained using the upwind relaxation scheme. The integrity of the solutions obtained 
for the example cases is shown by comparisons with experimental and other com­
putational results. 

Introduction 
Solving the full Navier-Stokes equations for complex single 

or multicomponent configurations exposed to high-Reynolds-
number flows has become more efficient with the wide utiliza­
tion of supercomputers. The ever-increasing quest for larger 
speeds and memories is being answered through architectural 
changes in the computers and new concepts for their software. 
These improvements, however, brought about strong 
dependence between the hardware architecture and the pro­
gram algorithms. This nonuniformity necessitates the tailoring 
of the computer code to the hardware and the compiler to be 
used. The principal ways of introducing parallelism into the 
architecture of computers are through pipelining, array pro­
cessing, and multiprocessing (reference [1]). A classification 
of parallelism and levels of parallelism may be given through 
Flynn's taxonomy: (a) single-instruction-stream/multiple-
data-stream (SIMD), (b) multiple-instruction-stream/ 
multiple-data-stream (MIMD). Pipelined computers and array 
processors are SIMD machines, and multiprocessor computers 
are MIMD machines. The conventional von Neumann scalar 
architectures operate on single-instruction-stream/single-data-
stream (SISD) principle. 

This paper reports the SIMD implementation and the results 
of two numerical schemes used in simulating two-dimensional 
supersonic flows. The effect of turbulence is incorporated 
through a zero-equation eddy viscosity model. Shocks are cap­
tured and treated by either special differences or artificial 
damping. The first scheme is an implicit upwind method solv­
ed by line-Gauss-Seidel relaxations. The effect of line-
relaxations on convergence is accentuated through com­
parisons with the solutions obtained by the Beam-Warming 

Contributed by the Fluids Engineering Division and presented at the Sym­
posium on Parallel Processing in Fluids Mechanics, 1987 ASME Fluids 
Engineering Conference, June 14-18,1987, Cincinnati, Ohio, of THE. AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the Fluids 
Engineering Division February 5, 1987. 

approximate factorization scheme. The second solution 
method uses the explicit-implicit MacCormack scheme. The 
effect of its implicit substeps is shown by comparisons with the 
solutions obtained by the explicit MacCormack scheme. The 
results indicate that the best convergence rates are obtained 
with the upwind line-relaxation scheme, and the significant 
speed-up achieved due to SIMD processing. 

Mathematical Formulation 
The strong conservation form of the Navier-Stokes equa­

tions is written in generalized curvilinear coordinates. The 
equations are nondimensionalized by a characteristic length, 
and freestream values of density (/>„) and speed of sound (a^). 

dU, dF{ dGi __ M rARi dS{l 
dt 

(1) 

where 

17! = U/J 

Fx=(£xF+iyG)/J 

Rx=($xR + HyS)/J 

Sl = (rlxR + r,yS)/J 

(2a) 

(2b) 

(2c) 

(2d) 

(2e) 

and 

U= 

~p 

pu 

pv 

e 

F= 

pu 

pu2+p 

puv 

ju(e+p) 

G = 

'pv 

puv 

pv2+p 

_v(e+p) 

(3a) 
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Shear stress terms are given as follows: 
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(5) 

(6) 

(7) 

(8) 
The molecular viscosity is determined by the Sutherland law 
and the Stokes hypothesis is used for the bulk viscosity. The 
pressure is obtained by assuming air behaving as a perfect gas, 

p=(y-l)[e-p{u2 + v1)/2] (9) 

The Cartesian coordinates (x,y) are defined with x being in 
the direction of the freestream and the generalized coordinates 
(£,?;) are defined with £ being along the body. The coordinate 
transformation Jacobian is given below. 

J=Zxyy-Zynx (10) 

One of the computationally least expensive methods of 
modeling the effect of turbulence is the algebraic method by 
Baldwin and Lomax [2]. The length and velocity scales of this 
model are specified based on the vorticity distribution, rather 
than the displacement thickness of the mean flow. Turbulence 
of the wall-shear flow is called the inner turbulence, and it is 
modeled using the Prandtl mixing length theory with the im­
provement of the Van Driest formulation. Turbulence of the 
outer region is based on the Clauser formulation using the 
Klebanoff approximation of the Gaussian error function that 
gives the intermittency factor. Further details of its formula­
tion and implementation are given in reference [3]. 

Methods of Solution 

Upwind Line-Gauss-Seidel Relaxation Scheme 
(ULR). This implicit finite-volume method employs upwind 
differencing for the convective and pressure terms, and central 
differencing for the diffusion terms. The accuracy is second-
order in space and first-order in time. The upwind differenc­
ing used herein is based on Van Leer type flux vector splitting 
[4], which has the advantage of first derivative continuity at 
eigenvalue sign changes corresponding to sonic and stagnation 

points, and it can represent normal shocks with at most two 
transition zones. 

The solution is developed by implicit Euler time integration 
scheme applied to equation (1) 

At 
- = Res"+l 

(11) 

where Res"+1 is the steady state residual evaluated at time 
level (n + 1), and 

Res = EL ao, M - + • 
dr) Re - 3£ dr/ ' 

(12) 

The delta form of the vector-flux-split governing equation is 
as follows: 

[jAl+ Vf/1+ + v r + V » B + + A«B~ 
M 

"Re" 
(SlP + S^Q^AU^Res" (13) 

where 

•UP 

at/, 
3G, 

=JEL 
dU 

_ , * * . 
dU, du 

(14) 

(15) 

(16) 

(+ ) and ( - ) superscripts indicate forward and backward flux 
split quantities, for forward and backward traveling informa­
tion, respectively. (A) denotes a forward difference with its 
denominator being the corresponding spatial step. In a similar 
manner, (V) denotes a backward difference. 52 denotes a cen­
tral difference with its denominator being the square of the 
corresponding spatial step. 

The flux Jacobian matrices P and Q are developed from the 
diffusion fluxes Rt and Sx, which are separated into functions 
that consist of ^-derivatives only or ^-derivatives only as given 
below. 

S^SniUi.U^+S^Ui.U^) 

(17) 

(18) 

where UH = (dUl/d£) and £/,, = ( 3 ( 7 , / ^ ) . The cross-
derivative terms (3i?12/3£) and (9Sn/dij) are evaluated ex­
plicitly for simplicity. As shown in reference [5], the temporal 
linearizations of Rn and Sn lead to, 

ARu = [(dRn/dUl)-dP/d£]AU1+d(P'AUl)/d$ (19) 

ASl2 = l(dSl2/dUl)-dQ/d%]AU1+d(Q'AU1)/dii (20) 

where ARn = Rtf1 - R"n, ASn = Sf2
+1 - S"n, P = 

dRn/dUu, and Q = (dSl2/dUlv). The first terms on the 

a = local speed of sound 
c = chord length 

cp = pressure coefficient 
e = energy per unit volume 
h = step height 
/ = unit diagonal matrix 
J = transformation Jacobian 

M = freestream Mach number 
p = pressure 

Pr = Prandtl number 
R = specific gas constant 

Re = 
/ = 

u, v = 

x,y = 
7 = 

H, X = 

Its = 

$,1? = 

= freestream Reynolds number 
= time 
= Cartesian velocity 

components 
= Cartesian coordinates 
= ratio of specific heats 
= molecular and bulk viscosity 

coefficients 
= microseconds 
= generalized curvilinear 

coordinates 

p = density 
r = viscous stress term 

Subscripts and Superscripts 
/, j = spatial indices in £ and -q 

directions 
n = time level index 

00 = freestream 
— = predictor value 
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r ight-hand sides of equat ions (19) and (20) can be omitted by 
assuming X and fi to be locally constant and independent of U. 

The direct solution of equat ion (13) is possible by, for exam­
ple, Gaussian elimination; however, this method would re­
quire larger computer s torage and have significantly larger 
round-off errors . The popu la r solution technique for equat ion 
(13) is through its approximate factorization resulting in 
block-tridiagonal inversions [5]. A point-relaxation method 
would require diagonal dominance , and possible, pivoting 
strategies for numerical stability. The line-Gauss-Seidel-
relaxation method enhances the solution for all of these con­
siderations, therefore, it is adap ted herein from reference [6]. 

C A £ / , ^ 2 +DAU1J_l +EAUX + HAUlJ+l 

+ KAUiJ+2 + LAUlji_2+NAUUi_l + WAUUi+l 

+ ZAU, i4., = Res (21) 

The coefficient matrix consists of nine 4 x 4 block matrices (C, 
D, E, H, K, L, N, W, Z) which are solved by lower-upper (LU) 
decomposition [6], The relaxation strategy is chosen to be 
sweeping in ^-direction first left-to-right, 

(C, D, E, H,K)AUl =Res-JVAl/ l j (_1 

-£A<7 U _ 2 (22) 

then right-to-left, 

(C,D,E,H,K)AUi=Res-WAUli+x-ZAUhi+2 (23) 

where ( C , D, E, H, K) represents the block pentadiagonal 
matr ix which is solved in ?/-direction. The solution for AUX is 
updated after each sweep. 

The spatial derivatives of convective and pressure terms are 
approximated by M U S C L (monotone upstream-centered 
scheme for conservation laws) type differencing as detailed in 
reference [4]. First nodal point values of U are extrapolated 
toward the cell interfaces and then already split flux-vectors 
are evaluated at the cell interfaces. The differencing of 
(dB/dri), for example, is as given below. 

( i f ) +°KA^2J=^- &+ luT+m)-B+ (Uj_m) 

+ B-(Uf+m)-B-(U}_l/2)] (24) 

where B(U) denotes B evaluated at U and 

U]+1/2 = Uj + 0 . 5 * / (Uj-Uj_y) (25) 

UU1/2 = UJ+, - O . 5 0 / + , ( U j + 2 - UJ+l) (26) 

The order of accuracy may be degraded to first order by set­
ting * ± = 0 (second order corresponds to <j>* = 1), which is re­
quired to eliminate oscillations in regions where the solution is 
discontinuous (shocks). 

Explicit-Implicit MacCormack Scheme (EIM). Equa t ion 
(1) is rewritten with the diffusion terms brought to the left-
hand side. 

3U2 dF2 dG2 

1 + — 1 + 1 = 0 
dt d£ dn 

(27) 

where 

[/, = Ux = U/J (28a) 

F2 = [(F-R)ax+(G-S)!;y]/J (286) 

G2 = [(F-R)r,x+(G-S)r,y]/J (28c) 

Since the flows being considered are supersonic, the Mac­
Cormack scheme [7], which is most suitable for predominant ­
ly hyperbolic equat ions , is one of the methods adopted . The 

method is second-order accurate both in time and space. Each 
step consists of an explicit and an implicit substep. The 
reasons of this substepping a re : (i) when A/ implici t < A/expHcit, 
where At^^ is determined by the numerical stability 
criterion (equation (38)), the implicit calculations are bypassed 
resulting in the explicit scheme, (ii) the resulting differenced 
equations are either lower or upper block bidiagonal 
equat ions. 

Explicit Predictor Step: 

AUS=-At[AfF2 + AG2] 

Implicit Predictor S tep: 

• AW 

(29) 

(30) [I-At(A£A2)}[I-At(AvB2)]AU2 

which is solved for A£/2"+1 = t/2"+1 - t / 2 \ with AU$ = 
^2,+explicit ~ U% known from the explicit step (equation 
(29)), in two sweeps. A 2 and B2 are related to the Jacobian 
matrices dF2/dU2 = J(dF2/dU) and dG2/dU2 = J(dG2/dU), 
respectively. Their const ruct ion includes (A^ + XAI) and (AB 

+ XBI), which are positive valued diagonal matrices, where 

2v_ 

P 
x . = — [# + # ] -

1 

2A7 

2v 1 

p 2At ^B-

and 

, = max[(X + 2ri. P ^ - ) -^-] 

(31) 

(32) 

(33) 

which allows approximate inclusion of the viscous terms. 
The corrector step is analogous to the predictor step with 

forward spatial differences replaced by backward differences. 
A(72+

e
1
xplicit is solved from the explicit corrector step and it is 

used as the right-hand side of the implicit corrector step which 
results in AC7"+1. 
Explicit Corrector Step: 

A^ , +
e Uit = ~ ^ ( V ff2 + V,G2] 

where 

jm+ 1 
^ 2 , explicit " [ t / 2 "+C/ 2 " + I - •A(75+

explicit] 

Implicit Correc tor Step 

[ /+ Ar( V f X 2 ) ] [ / + Ar( V,52)]AC/2"+» = At^+
e x p l i c i t 

and finally, 

t/2"
 + 1 = [t/2" + t / 2 " + I + A C / 2 " + I ] . 

(34) 

(35) 

(36) 

(37) 

When the t ime step, At, satisfies the C F L (Courant-Friedrichs-
Lewy) stability condi t ions , modified in an approximate man­
ner to account for the viscous te rms, 

1 

[iM^ + D^I + a(r,2x + r,y)
l/2 

2c 1 _ 1 

+ — (Vl + V2y)\ 
p -J 

(38a) 

Ar< 

(386) 

then all the elements of (A^ + \AI) and (AB + \BI) vanish, 
resulting in equations (30) and (36) being identically zero, i.e., 
explicit MacCormack Scheme (EM). 
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Table 1 Total CPU time in minutes to reduce the logarithm of Residual 
by four orders of magnitude 

Flow « 
Grid Size 

Laminar F la t Plate 
(89x1011 

Laminar Step 
(150x89) 

Turbulent Corner 
(101x99) 

Turbulent A i r f o i l 
(191x56) 

Computer 
Processing 

S1SD 

SIHD 

SIMD 

SIHD 

SIMO 

Computational Scheme 
EH EIM UAF - ULR 

308.82 

7.22 

16.17 

24.22 

27.52 

263.68 

6.47 

12.82 

15.16 

19.65 

177.12 

3.54 

7.61 

8.67 

11.61 

29.57 

3.08 

5.35 

5.95 

6.54 

Boundary Conditions. No-slip, impermeable, and 
adiabatic wall conditions are imposed on the solid walls. It is 
also assumed that dp/dt) = 0 at the wall. Free-stream values of 
Mach number, Reynolds number, and total temperature are 
specified for the inflow boundary. Outflow boundary is 
predominantly supersonic, hence the gradients of conserved 
properties are extrapolated from the computation domain. 
The outer boundary conditions are specified after a flow direc­
tion check. When the sign of dot product of the velocity vector 
and the cell area vector is negative, i.e., inflow, the property 
values are set equal to free-stream values. When this product is 
positive, i.e., outflow, first degree extrapolation from the 
computational domain is used. The cells in front of the leading 
edges of open-geometry configurations are computed through 
symmetry about T; = 0 line. Averaging is used along the wake 
cut of the C-mesh of NACA 0012 airfoil to provide con­
tinuous flow variables. 

Results and Discussion 
Remarks on Coding and SISD Processing. Present flow 

simulations were performed using single-instruction-single-
data (SISD) processing on the CDC Cyber-170/855 computer 
and single-instruction-multiple-data (SIMD) processing on the 
CDC-Cyber 205 of NASA Langley Research Center (VPS-32). 
VPS-32 has a pipeline computer architecture with thirty-two 
million 64-bit-words memory [8]. A comparative performance 
test [9] show that 2-pipe Cyber-205 completes a test run (solv­
ing a system of linear equations of order 100 using Fortran 
and 64-bit arithmetic) at 70 percent of the CRAY-IS time for 
the same test. 

Concurrent processing was achieved using explicit vec-
torization (as opposed to implicit vectorization which needs 
descriptor statements) as well as an automatic vectorizer/op-
timizer. A vector is a set of contiguous floating point operands 
defined by a location and length in the memory. When an 
identical operation was to be performed for each of the con-
tinguous memory elements, a vector instruction was invoked 
using special vector syntax. This required the data base to be 
stored contiguously either by rows or by columns with the ob­
jective of constructing the longest possible vectors. The vec­
tors longer than 8K-words (small page) were mapped on large 
pages (65K-words) since the data transfer rate from a large 
page was faster. In order to accommodate the second-order 
differences on the vector elements which corresponded to the 
cells adjacent to the upstream and lower boundaries of the 
computational domain, a ghost row and a ghost column were 
added. Among the methods to define a vector from scalars 
that are not contiguous in memory is the scatter-and-gather 
operation. This operation was found to be very efficient on 
this architecture and it was widely used herein. Another effi­
cient capability of this architecture was the 32-bit (seven 
significant decimal places) arithmetic. Utilization of this op­
tion almost doubled the processing rate and cut the memory 
requirement to about one-half. The array indices were arrang-
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ed in decreasing lengths and the nested DO loops containing 
these indices were ordered likewise, so that the innermost loop 
corresponded to the longest dimension. DIMENSION 
statements, which did not invoke optimizers, were substituted 
by COMMON statements. Avoidable uses of expensive vector 
logical unit were eliminated. 

Relaxation schemes pose an added complexity for vectoriza­
tion due to their recursive nature. Therefore, total vectoriza­
tion of these schemes require employing algorithms such as 
checkerboard successive-over-relaxation [1]. Although these 
algorithms were not used herein, speed-up improvements were 
still possible with partial vectorization. Most of the operations 
of the alogorithm occurred in the LU decomposition for 4 x 4 
block line inversions (equation (21)), which were computed 
simultaneously for all the ij-lines before beginning the relaxa­
tion sweeps. A considerable amount of computation time was 
also saved by two additional steps implemented in the coding 
when time-accurate runs were not necessary (steady flows): (a) 
Courant number of the numerical stability condition (CFL), 
rather than the time step, was set constant for the computa­
tional domain (local time stepping), (b) the coefficient 
matrices were updated once every preset number of time steps, 
which was found to yield identical results to continuous 
updating. 

Efficiencies. In an attempt to illustrate the comparative 
overall efficiencies (the sum of numerical efficiency which is 
due to the numerical scheme, and computational efficiency 
which is due to the coding and processing), total central-
processing-unit (CPU) times to reduce the logarithm of the 
residuals by four orders of magnitude were tabulated (Table 
1). The timing information presented here is not meant to 
evaluate the overall performance of a computer system. There 
exist too many variables to derive a conclusion as such, which 
would require a more exhaustive study. Each supersonic flow 
case was computed using the explicit-implicit MacCormack 
scheme (EIM) and the upwind line-relaxation scheme (ULR). 
Further computations were performed for the same cases us­
ing the explicit MacCormack scheme (EM) and the upwind 
approximate-factorization scheme (UAF). The latter of these 
schemes was obtained by the approximate factorization of the 
left hand side of equation (13), which resulted in the upwind-
biased version of the centrally-differenced Beam-Warming 
scheme [5]. The case of supersonic flow over a flat plate with a 
leading edge was also run using SISD processing. The SISD 
run times allowed the comparisons of computational effi-
ciences due to SIMD processing and Fortran code optimiza­
tions. Since speed-up performance is also a function of data 
vector lengths, the grid sizes used for each case are also pro­
vided in this table. 

The specific CPU times (CPU time per time step per grid 
point) were also computed for each scheme. The EM scheme 
had the lowest specific CPU time (around 10 its) since the 
number of operations performed was less than any implicit 
scheme. The specific CPU time for the UAF scheme was 20 its 
which was lower than that of the EIM scheme, 28 /xs. This was 
chiefly attributed to the fact that the block-tridiagonal matrix 
inversions were totally, whereas the block-bidiagonal matrix 
inversions were partially vectorizable. Also, the substepping 
of the EIM scheme increases the number of operations per 
time step. The largest specific CPU time was found to be for 
the ULR scheme (approximately 85 its), which was due to 
three reasons; (a) this recursive scheme was only partially vec­
torized as explained above, (b) each time step required two to 
four iterations, (c) the block-pentadiagonal inversions re­
quired more operations than the other type of inversions. 
However, the CPU time needed to complete the job for a 
given case was the least for this scheme. This indicated that the 
unit CPU time was an insufficient indicator of the overall effi-
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Fig. 1 Comparison of convergence histories for laminar flow over a flat 
plate with leading edge where M = 3, ReL = 1000. ULR: upwind line-
relaxation, UAF: upwind approximate-factorization, EIM: explicit-
implicit MacCormack, EM: explicit MacCormack schemes. 
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Fig. 2(b) 
Fig. 2 Laminar flow over a flat plate with leading edge where M = 3, 
Ret = 1000 and grid size of 89x101. (a) Wall pressure coefficient 
distribution, (b) velocity profile at a fixed streamwise location. 

ciency and the ULR scheme had the best numerical efficiency. 
This point was more accentuated when a comparison was 
made with the UAF scheme, which differed from the ULR 
scheme only in the method equation (13) was being solved. 
Major contributors to the faster convergence (Fig. 1) of the 
ULR scheme over UAF scheme were; (a) the approximation 
error due to the spatial factorization of the UAF scheme, (b) 
significantly lower truncation error of the iterative solver of 
the ULR scheme (that of the last iterate only) than the ac-

STAT PRESS CONTOURS H1N VALUE- " .0700 ' MAX; 9.1297 

Fig. 3(a) 

x Present calculations 
9 Experimental results (ref.12) 

Fig. 3(b) 
Fig. 3 Laminar flow over a rearward facing step with leading edge, 
where M = 4.08, Re„ = 165,000 and grid size of 150 x 89. (a) Pressure con­
tours, (b) wall pressure coefficient distribution. 

DENSITY CONTOURS h I N VALUE: .2703 MAX: 1.1006 

Fig. 4(a) 

Fig. 4(c) 
Fig. 4 Turbulent flow over a rearward facing step with leading edge 
where M = 1.5, Reh =2 x 106, and grid size of 150 x 89. (a) Density con­
tours, (b) velocity vectors at the base, (c) velocity vectors downstream of 
the base. 

cumulating round-off error of the noniterative solver of the 
UAF scheme. The computational times for the upwind im­
plicit schemes (UAF and ULR) were better than the EIM 
scheme. This was attributed to the upwinding which increased 
the "robustness" of the schemes (diagonal dominance of the 
coefficient matrices were enhanced), thereby allowing the use 
of larger time steps. 

Example Flow Cases. All of the four numerical schemes 
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Fig. 5 Laminar flow over a 10°-compress!on corner with leading edge 
where M = 4, ReL =68,000 and grid size of 150x89. (a) Pressure con­
tours, (b) wall pressure coefficient distribution. 

Fig. 6(a) 

OBBITV CONTDURS 

Fig. 6(b) 
Fig. 6 Laminar flow over a110°-compression corner with leading edge 
where M = 1.5, ReL = 2 x 106 and grid size of 150 x 89. (a) Velocity vec­
tors, (b) density contours. 

(EM, EIM, UAF, ULR) predicted satisfactorily the salient 
features of the six illustrative cases chosen for two-
dimensional simulations. The first case was the supersonic and 
laminar flow over a flat plate with a leading edge at M= 3.0. 
Figure 2(a) shows the comparison of the computed wall 
pressure coefficient distribution with the weak interaction 
theory calculations of Kubota et al. [10]. Also shown (Fig. 
2(b)) is the velocity profile at a location on the flat plate where 
ReL = 1000, and its comparison with Carter's calculations 
[11]. The computational results for the supersonic and laminar 
flow (M=4.08, ReA = 165,000) over a rearward facing step 

Fig. 7(a) 

t«CH CONTOURS MiN VBLUE= 0.0000 l-MXr 2.H061 

Fig. 7(b) 

f * * 0 M " ^ % m < * K ^ 
+ Upper surface 

x Lower surface 

1.2 

Fig. 7(c) 

Fig. 7 Turbulent flow over NACA 0012 airfoil at 20° angle of attack with 
M = 1.5, Ree = 2 x 106 and grid size of 191 x 55. (a) Velocity vectors, (b) 
Mach number contours, (c) wall pressure coefficient distributions. 

with a leading edge are shown in Fig. 3. Figure 3(a) shows the 
pressure contours of this flow which includes a strong leading 
edge shock, a viscous expansion fan and a series of compres­
sion waves coalescing into a strong reattachment shock. 
Calculated wall pressure coefficient distribution was com­
pared (Fig. 2(b)) with the experimental results of Jakubowski 
et al. [12]. Considering the complexity of the high Mach 
number shocks interacting with the separating boundary 
layers and the recirculation region, the agreement was very 
good. The effect of turbulence on this type of flow was shown 
through the next case where M= 1.5 and ReA = 2 x 106. Figure 
4 shows the density contours and blow-ups of the velocity vec­
tor diagram for the recirculation region in front of the step. 

Another classical example to show the computational 
capability of resolving the shock-boundary layer interaction is 
the supersonic flow over a ramp. The fourth case was chosen 
to be the laminar flow over a 10"-compression corner with a 
leading edge and Mx =4.0, ReL = 68,000. The comparison of 
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the computed wall pressure coefficent distribution with the ex­
perimental results of Lewis, et al. [13] is shown in Fig. 5. The 
calculations were then performed for the turbulent flow over a 
10"-compression corner with M= 1.5 and ReL = 2x 106. The 
separated and reversed flow in the corner can be observed in 
the velocity vectors diagram (Fig. 6(a)). Figure 6(b) is the den­
sity contours of this case demonstrating the detached corner 
shock as well as the weaker leading edge shock. The computa­
tional results for the turbulent flow over NACA 0012 airfoil at 
20 ° angle of attack and with freestream conditions of M= 1.5 
and Rec = 2x 106 are shown in Fig. 7. The separation can be 
observed through the velocity vectors diagram (Fig. 1(a)) as 
well as the pressure coefficient distribution of the upper sur­
face (Fig. 7(c)). The computational resolutions of the wake 
structure, the detached shock, and the trailing edge shock were 
very successful (Fig. 1(b)). 

Conclusion 
Supersonic flows were simulated computationally using the 

MacCormack scheme (EM and EIM) and an upwind relaxa­
tion scheme (ULR). The algorithms were computer coded for 
multiple-data processing (SIMD) to show the computational 
efficiencies obtained over sequential processing (SISD). The 
results indicated the superiority of the ULR scheme over not 
only the EM and EIM schemes but also the UAF scheme. 
Despite its ease of vectoriziblity, EM scheme showed the least 
overall efficiency. The implicit upwind schemes (UAF and 
ULR) proved to be more robust than EM and EIM schemes. 
Further study, however, is necessary to improve the type of 
flux splitting in order to control the numerical dissipation due 
to upwind differencing. Also, special line relaxation strategies 
need to be constructed to simulate unsteady flows. 
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Solution Procedure for Unsteady 
Two-Dimensional Boundary Layers 
An accurate and reliable solution procedure is presented for solving the two-
dimensional, compressible, unsteady boundary layer equations. The procedure 
solves the governing equations in a coupled manner using a fully implicit finite-
difference numerical algorithm. Several unsteady compressible and incompressible 
laminar flows are considered. Example results for two unsteady incompressible tur­
bulent flows are also included. An algebraic mixing length closure model is used for 
the turbulent flow calculations. The computed results compare favorably with ex­
perimental data and available analytical/numerical solutions. 

I Introduction 

Many flows of practical importance are unsteady. These in­
clude flows over aircraft, rotorcraft, and in turbomachines. In 
many cases, these unsteady flows are also turbulent, com­
pressible, three-dimensional, and recirculating. Because of 
these complicated flow characteristics and the lack of reliable 
experimental data and analyses, unsteady flows are among the 
least understood of the flows important in applications. 
However, the development of future high performance air­
craft and rotorcraft requires accurate predictions of unsteady 
phenomena. 

Following the early work of Moore [1], Lighthill [2], and 
Lin [3], numerous efforts have been made to develop quan­
titative and qualitative prediction procedures for unsteady 
viscous flows [4-8]. Most of these analytical efforts were 
limited to unsteady, incompressible, two-dimensional bound­
ary layer flows in the absence of heat transfer [9]. 

For compressible flows, the analyses have been limited to 
relatively simple boundary layer and stagnation point flows. 
Most analytical methods for these studies are based on the 
unsteady, two-dimensional, compressible boundary layer 
equations written with transformed (similarity-type) variables 
in a manner that results in combining the continuity and 
momentum equations into a single third-order equation 
[10-13]. This choice of variables may have been made partly 
because the normal component of velocity, v, cannot easily be 
obtained by the direct time integration of the governing 
boundary layer equations. However, none of the schemes in 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIAA/ASME 4th Mechanics 
Plasma Dynamics and Laser Conference, Atlanta, Ga., May 1986. Manuscript 
received by the Fluids Engineering Division May 18, 1987. 

references 10-13 have been applied over a wide range of flow 
conditions. To date it appears that a general, reliable 
algorithm for unsteady, compressible boundary layers has not 
been identified. 

In the present study, a new solution procedure for the 
general unsteady, compressible, two-dimensional boundary 
layer equations is presented. The governing equations are 
solved using the primitive variables, u, v, T, and p. A tightly 
coupled solution procedure that overcomes the problem 
associated with the time integration for the normal velocity 
component has been developed using an extension of the fully 
implicit numerical algorithm developed by Kwon and Pletcher 
[14]. With the solution procedure, the governing partial dif­
ferential equations are discretized using a fully implicit 
numerical scheme. Application of Newton linearization to the 
finite-difference equations results in a linearized block-
tridiagonal system with 3 x 3 blocks [14]. The system of equa­
tions is then solved using an efficient block solution 
procedure. 

The solution procedure has been applied to several unsteady 
laminar and turbulent boundary layers. For laminar flow, 
various compressible and incompressible boundary layers 
have been computed; for turbulent flow, two incompressible, 
two-dimensional boundary layers were calculated using an 
algebraic mixing length model. The calculated results were 
compared with analytical/numerical solutions and/or 
measured data. The comparisons are presented in this paper 
along with details of the numerical procedure. 

II Governing Equations 

It is assumed that the flow is unsteady, two-dimensional, 
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and compressible, and that the boundary layer approximation 
is valid. The governing boundary layer equations with the 
equation of state for an ideal gas can be written in Cartesian 
coordinates as 

dp d d 
— +—(p«) + —(py) = 0 
dt dx dy 

du 

Cpp-

dt 

dT 

du du 
+ pu—— + pv-

dP 

dx dy 

d du' 

~dx' + lyr
i^ly~. 

(1) 

(2) 

dt 

dT 
+ Cppu—- + Cppi 

dx 

dT _ d ( dT\ 

~dJ-~dy;Vettly~) 

/ du\2 dp dp 
+ / ^ W +-JT+u-dx-

p = pRT 

(3) 

(4) 
with 

ft,ff = ^ + M/ 

* t f = * + *, = q,(JL + Jl.) 

where x a n d j are coordinates along and normal to the stream-
wise direction, respectively; t, the time; u and v, the velocity 
components in the x and y directions; p, the pressure; T, the 
temperature; p, Cp, ^, and k, the density, specific heat, 
viscosity, and thermal conductivity of the fluid, respectively; 
R, the gas constant; and Pr, the Prandtl number. The 
subscripts eff and t refer to the effective and turbulent quan­
tities, respectively. 

The boundary conditions are 

a t j = 0, u(x,0,t) = uw(x,t), 

v(x,0,t) = 0.0, 

T(x,0,t)=Tw(x,t) (5) 

as .y—oo, u(x,y,t) = ue(x,t), (6) 

and in the freestream where the normal gradients of velocity 
and temperature are zero, pressure, velocity, density, and 

temperature must satisfy the following relations and the equa­
tion of state, equation (4), 

dp/dx= -pe(due/dt + uedue/dx) (7) 

dp/dt = Cppe (d/dt + ued/dx){Te + u„2/2Cp) (8) 

Here, it is clear that one of the freestream variables of 
pressure, velocity, density, or temperature can be fixed by 
boundary conditions and the other three quantities should be 
determined using equations (4), (7), and (8). That is, with the 
prescribed freestream velocity ue, pressure, density, and 
temperature in the freestream are, therefore, evaluated from 
equations (4), (7), and (8). It is noted that equation (8) in­
dicates that, for unsteady flow, the total enthalpy is no longer 
constant but varies with time if the pressure varies with time. 

The turbulent viscosity, n„ in the governing equations is 
evaluated using a simple mixing length model since the 
primary purpose of the present study is to develop a reliable 
numerical solution procedure for the unsteady boundary-layer 
equations. The evaluation of more complex models will be left 
for future work. According to the mixing length model, the 
turbulent viscosity, nt, is expressed by 

du I 
j"r -PP 

dy 
(9) 

where / is the mixing length. 
In the inner region of the boundary layer, the mixing length 

/ is evaluated by the following formula: 

/ = 0.41^(1.0-exp[-.yA4 + ]) (10) 
where 

A* =26 e/wTVl-11.8(p,+ +px
 + ) 

UT=^Tw/p 

p,+ = (i>/uT
3)due/dt 

px
+ = {vu^u^du^dx 

Herey is the normal coordinate; v, the kinematic viscosity; T„, 
the wall shear stress; ue, the local freestream velocity; t, the 
time; x, the streamwise coordinate. The correction for ,4 + was 
suggested by Cebeci [15]. 

In the outer region, the mixing length is evaluated by 

N o m e n c l a t u r e 

Cp = 
c = 

cf = 
gc = 
H = 

J = 

k = 
L = 

/ = 
P = 

Pr = 
P = 
Q = 
R = 

Re = 
St = 
T = 
t = 

specific heat 
constant 
skin friction coefficient 
gravitational constant 
extent of computation do­
main in normal direction 
proportionality factor be­
tween work and heat 
thermal conductivity 
reference length and extent 
of computation domain in 
streamwise direction 
mixing length 
nondimensional pressure 
defined in equation (12) 
Prandtl number 
pressure 
heat flux rate 
gas constant 
Reynolds number 
Stanton number 
temperature 
time 

u,v 
u,v -

uT --
X,Y --

x,y --

e --

d = 
M = 
V -

p -
T = 

Tw = 

4, --
w = 

= nondimensional velocities 
defined in equation (12) 

= velocity component in x 
and y directions, 
respectively 

= friction velocity 
= nondimensional coor­

dinates defined in equa­
tion (12) 

= Cartesian coordinates 
= nondimensional 

temperature defined in 
equation (12) 

= boundary layer thickness 
= viscosity 
= kinematic viscosity 
= density 
= nondimensional time 

defined in equation (12) 
= wall shear stress 
= phase angle 
= frequency 

AT 

AA'.Ay 
-

— 
time increment 
increments in X and Y 
directions, respectively 

Subscripts and Superscripts 
ad 

e 

eff 
i,j 
n 
0 

R 
s 
t 

w 

o 
(") 

[]T 

= 
= 

= 
= 
= 
= 

= 
= 
= 
=: 
= 

= 
= 

adiabatic condition 
boundary layer edge 
condition 
effective quantity 
grid indices 
time index 
reference or freestream 
condition 
reference quantity 
shock 
turbulent flow 
wall 
nondimensional quantity 
defined in equation (12) 
average quantity 
transpose of vector 

70/Vol. 11 O.MARCH 1988 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



/=0.0855 

Here 5 is the boundary layer thickness defined as the y-
location where the streamwise velocity component reaches 99 
percent of the local freestream velocity. The switch from the 
inner to the outer model is made at the .y-location where the 
mixing length, /, obtained from equation (9) becomes equal to 
or greater than / from equation (11). The turbulent Prandtl 
number, Pr,, in the governing equations is set to a constant 
value of 0.9. 

With known freestream conditions, equations (1) through 
(4) comprise a system of four equations for the four unknowns 
u, v, p, and T. In the present study, these governing equations 
are solved using an extension of the fully implicit coupling 
scheme developed by Kwon and Pletcher [14] without in­
troducing similarity-type transformed variables [1]. This 
choice was made to overcome some of the disadvantages 
observed in the similarity variable approach in references 
10-13, including the need to represent mixed derivatives. 

I l l Numerical Algorithm 

In terms of the nondimensional variables defined as follows 

U=u/uR, V=v/uR, P = gcp/pRuR, 

d = gcRT/uR
2, X=xpRuR/fiR, Y=ypRuR/v.R, 

r = tpRuR
2/nR, ix = ix/ixR, p = p/pR, 

Cp = Cp/CpR, k = k/kR, (12) 

Equations (1) through (4) are discretized using a fully implicit 
finite-difference scheme as 

1 

4AT 

PiJ PiJ-l Pi-l,j Pj-u-0 

+ -^l(pV)iy-(PV)Z^l]=0 (13) 
Ay 

IP!+,1-W -B+l '-J 'J 
AT 

JJ.+ (Pu)?y[ 
AX 

IP) —f/n + l n f/i + l _ f / M + l 
. ( 1 _ c)

U-+U U:J 1 + {pV)r i^+i ^7-1 
AX+ J h'J A F + + A F 

p n + l _ p n + l -1 / . , n+ l _i_„n+lf/n+l _ f f f l t l 
" i r Z I ]X.U j + ! + fllt j Uit j+\ — Ujt j 

AX AY^+AYV 2 A7 X 

(11) where c = 0.0 if U<0.0; and c=1.0 if t />0.0 . For conve­
nience, the caret defined in equation (12) and the subscripts eff 
to the effective viscosity and thermal conductivity are deleted 
in the finite-difference equations, equations (13) through (16). 

The solution is to be advanced from the (/— l)-th to the rth 
streamwise station. The finite-difference equations, equations 
(13) through (16), are algebraically nonlinear in the unknown 
dependent variables of U, V, p, and 6 at the fth station of the 
n + l time level. The linear representation of equations (13) 
through (16) is obtained through iterative application of the 
Newton linearization scheme to the nonlinear terms in the 
finite-difference equations (for details, one should refer to 
reference [14]). The linearized finite-difference equations are 
rearranged to obtain a block tridiagonal system for the 
unknown vector of [U, V, p, 6]T. The linear system of equa­
tions can be directly solved using a block tridiagonal matrix 
solver [16]. However, better solution efficiency can be achiev­
ed by reducing the size of the coefficient matrices from 4 x 4 
to 3 x 3 since the inversion of a 3 x 3 element matrix takes 
significantly less time than required for a 4 x 4 matrix. 

In the present study, this has been accomplished by 
eliminating the unknown densities pfjli, p"jl, and p")i.i in 
the linearized finite-difference equations using the linearized 
equation of state. The reduced linearized system of finite-
difference equations is now solved using the block tridiagonal 
matrix solver in reference [16] for the unknown U, V, and 6 
with the appropriate wall and freestream boundary condi­
tions. The density is then calculated separately from equation 
(16). 

It should be noted that since a linearization scheme has been 
used for the nonlinear terms during the present solution pro­
cedure, local iterations are necessary to obtain the solution 
that satisfies the governing equations simultaneously at each 
streamwise station. The local iterative procedure at a stream-
wise station starts with the solutions of U, V, 6, and p at the 
previous time level as the initial values. The fluid properties 
are updated after each local iteration. For air, a standard 
property table such as in reference [17] is used to evaluate the 
properties. Typically 4-5 iterations are required for the local 
iteration to achieve the convergence criterion that the max­
imum variation of U between two successive iterations be less 
than 0.01 percent of the U obtained at the latest iteration 
across the computation domain. As to the numerical stability, 
the present scheme is not constrained by the size of time step 
since the fully implicit algorithm is utilized for the discretiza­
tion of the governing equations. However, relatively fine time 
steps were used for the solution to ensure computation 
accuracy. 

„«+l i „fl+l fpi+l A7W+1 
PiJ +Pi,j-1 ui,j ~ui,j~l 

AY ) 
(14) 

(Cpp)J,+j 
Jfl+1 __ fin r nn + 

,,+ i ^ i °J1l + (CppU)ny | ^ i i 
l«+l —ftn + l 

i - l j 

AT AX 

i/l+l Qn+l 

9 / t-n + 1 i b-n + 1 on + 1 _ an + 1 
* / Ki,j+l + Ki,j ai, j+ 1 °i, j 

~ AY+ +AY_ V 2 

M t l j . H + 1 on + l _an+l \ / / 7 " + l _ f / « + l \ 
Kl,j +KUj'\ °i,j ai,j-l\ , n+l( UiJ+i Ui,j-l\ 

2 AY J iJ \ AY+ +AY ) 
pn + 1 _ pn pn + 1 _ pn + i 

+ 11 LL+Uny±l l i z L (15) 

H 

AY^ 

/n+l __ jm+\ \ 2 

AT ' '-J AX 

IV Results and Discussion 

Both compressible and incompressible flows are computed 
using the present unsteady solution procedure. Incompressible 
flow computations are included for demonstrating the 
capability and accuracy of the present scheme since most of 
the measured and computed unsteady flow results available in 
the open literature are for incompressible flow without heat 
transfer. For these incompressible flow computations, the 
present solution was modified as follows: 

(a) The energy equation, equation (3), was replaced by the 
uniform temperature condition throughout the computation 
domain, e.g., T = constant, however, when heat transfer oc­
curred, the energy equation was solved separately in an un­
coupled manner. 

(b) All of the properties, including the density, were set to 
constant values, and, thus, the procedure for updating proper­
ties was not required. 

(16) 
These modifications for incompressible flow resulted in 
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Fig. 1 Wall shear stress development for incompressible flow over an 
impulsively started semi-infinite flat plate 
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(a) Velocity profi le 
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(b) Temperature prof i le 

Fig. 2 Velocity and temperature profiles of the boundary layer 
developed behind a moving shock, ue/uw = 0.5 

faster convergence (within 2-3 iterations) in the local Newton 
iteration loop. 

Sudden Acceleration of a Semi-Infinite Flat Plate. The 
first test case is for the developing incompressible boundary 
layer on an impulsively started semi-infinite flat plate with a 
plate velocity of — uw. The motion of the plate is parallel to 
itself, e.g., y„, = 0.0. The surrounding fluid is at rest. The 
boundary layer developing downstream of the leading edge is 
initially described by the Rayleigh solution [18] for an infinite 
plate and evolves eventually to the solution given by Blasius 
for a semi-infinite flat plate in a steady, uniform stream. 

For the present analysis the coordinate system was fixed on 
the plate. The no-slip boundary condition was prescribed on 
the surface of the plate; the streamwise freestream velocity 
was set to the plate velocity but in the opposite direction 
(ue = uw). Figure 1 presents the development of the wall shear 
stress at a typical point located downstream from the leading 
edge. The present solution for wall shear stress initially 
follows the Rayleigh solution. As time increases, it starts to 
deviate from the Rayleigh solution and to approach to the 
Blasius exact solution. The present solution agrees well with 
other previous numerical solutions by Hall [19] and Reddy et 
al. [20] as shown in Fig. 1. The results were calculated using 81 
unequally spaced grid points in the streamwise direction over 

Exact so lu t ion 

Present numerical 
so lu t ion 

Fig. 3 Velocity profiles on an oscillating flat plate for each 30-deg in­
crement of one cycle, uw = u0 cos at, a = 2n 

ReL (=ueL/ve) = 2.6 x 106, where L is the extent of the 
computation domain in the streamwise direction. In the nor­
mal direction 71 grid points were used. The time increment, 
Atue/L, was set to 0.0585. 

Developing Boundary Layer Behind a Moving Shock. The 
developing compressible laminar boundary layer behind a 
moving shock that advances into a stationary fluid bounded 
by a wall was also analyzed using the present scheme. For the 
computation, the shock was assumed to have a zero thickness 
and to move with a constant velocity that is twice that of the 
developing flow behind the shock. The computational coor­
dinate system was moving with the shock and, therefore, the 
solid wall was assumed to move at the shock speed, i.e., 
uw =—us (see Fig. 2). The computation started with the initial 
inviscid flow condition; that is, at t = Q, zero boundary layer 
thickness was assumed. As time progressed, the wall boundary 
layer developed and the steady-state solution was eventually 
established. 

The converged steady-state solutions at Re^ (= uex/vw) = 
4800 agree well with Mirels' analytical steady-state solutions 
[21] for both the velocity and temperature profiles, as shown 
in Fig. 2. The steady-state solutions were obtained after seven 
time steps using a time increment of Atue/L = 0.658 over 
ReL ( = ueL/vw) x ReH ( = ueH/vw) = 4800 x 450, where L 
and H are the extent of the computation domain in the stream-
wise and normal directions. A 33 X 81 grid was used. The grid 
was stretched in the streamwise direction, whereas uniform 
grid spacing was used in the normal direction. The solution 
was assumed to be converged when the maximum change in U 
between two successive time steps was less than 5 X 10-5. 

Steady Oscillation of a Plate at «0 cos <at. This problem is 
one of the well-known problems of Stokes [18]. An infinitely 
long flat plate surrounded by a stationary incompressible fluid 
oscillates with the velocity uw{t) =«0 cos oit, where u0 is the 
reference velocity; u>, the frequency; and t, the time. The exact 
periodic oscillatory solutions for the velocities were given by 
Stokes [18] in the form 

u/u0 = exp(-y^Jw/2v)cos(ait—y\fo}72v) (17) 

Equation (17) represents a strongly damped oscillation. 
Figure 3 compares the computed periodic velocity profiles 

with the exact solution given by equation (17). The computed 
solution is for o)/27r=1.0 Hz, and Re = M0pL/ju = 20.5 with 
£=1.0 m. The periodic solutions were established after six 
cycles with 60 time steps per cycle. The agreement between the 
present solution and the exact solution is excellent. The 
amplitude of both the computed velocity and the velocity ob­
tained from the exact solution, equation (17), dropped to 1 
percent of the maximum plate velocity u0 at y\fu/2u — 4.6. 
The small discrepancies between the computed and exact solu­
tions noted in Fig. 3 are probably due to the difference be­
tween the infinitely long theoretical domain and the finite 
computational domain. 
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Fig. 4(b) Phase of oscillations in Blasius flow, Xo>/u0=4.98, 
Au0lu0 = 0.-10 

Oscillatory Flow Superimposed on Blasius Flow. The 
freestream velocity of the Blasius flow can be written in the 
following form when the free-stream harmonic oscillation is 
superimposed: 

ue — u0 + Au0cosu>t (18) 

where u0 is the freestream mean velocity and Au0 is the max­
imum amplitude of freestream velocity oscillation. Hill and 
Stenning [22] measured this type of flow using a simple open-
circuit suction type wind tunnel with the characteristic fre­
quency parameter xoi/u0 ranging from 0.1 to 10.0. Harmonic 
oscillations of the flow were induced by moving a sliding 
throttle valve downstream of the test section. The amplitude 
of the measured oscillating free-stream velocity was approx­
imately 10 percent of the mean free-stream velocity. 

Figures 4(a) and 4(b) show the computed amplitude and 
phase of velocity oscillations across the boundary layer for 
xw/u0 = 4.98. The free-stream amplitude was set to 0.10 of 
the free-stream mean velocity. The computed periodic solu­
tions were obtained in the fourth cycle of the oscillations using 
64 time steps per cycle. A 99 x 75 grid was used over ReL x 
ReH = 142,000 x 7,400, where L and H are the width and 
height of the computation domain, respectively. The Reynolds 
numbers were evaluated for the mean free-stream condition. 
The present solutions compare well with measurements 
although the predicted phase profile lies slightly above the 
measurements as shown in Fig. 4(b). The present solution is 
almost indistinguishable from the finite-difference solution 
obtained by Lam [23] and also compares well with Lin's shear 
wave solutions [3]. The computed maximum amplitude, max-
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Fig. 5 Mean velocity profiles for oscillatory Blasius flow 

1.4 

Fig. 6 Amplitude of oscillations in Howarth flow, Xu/ue =3.16, 
DX/UQ =0.100, Aue/ue =0.10 

imum phase lead, and maximum phase lag were 1.07 of the 
free-stream amplitude, 42.9 deg and 3.6 deg, respectively. 
Although the amplitude and phase shift inside the boundary 
layer vary significantly, the mean velocity seems to be unaf­
fected by the oscillations as observed by Hill and Stenning 
[22]. Figure 5 shows excellent agreement between the com­
puted mean velocity profile, the Blasius profile, and the 
measured data. 

Oscillatory Flow Superimposed on Howarth Flow. The 
Howarth flow is a linearly retarded flow of the form 

ue(x)=ua(\-bx/u0) (19) 
where u0 is the free-stream mean velocity at the leading edge 
of the plate (x = 0.0); x, the distance along the plate; and b, a 
constant. Flow separation occurs at bx/u0=0.\2. When a 
small streamwise-uniform harmonic oscillation of free-stream 
velocity is superimposed on the mean flow, the velocity 
distribution on the boundary of a solid body has the form 

ue (x,t) = ua(\ - bx/ua) + Att0cosu/ (20) 
Hill and Stenning [22] measured this type of laminar incom­
pressible flow using the facility discussed previously. 

Figure 6 shows the computed amplitude profiles at bx/u0 = 
0.10 for the characteristic frequency of xo>/ue = 3.16 com­
pared with measured data by Hill and Stenning [22] and with 
available analytical/numerical solutions. The free-stream 
amplitude was set to 10 percent of the local mean free-stream 
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Fig. 7 Periodic variation of wall shear stress and Stanton number for 
incompressible oscillatory Howarth flow, xa/ug =3.16, bxlu0 =0.10, 
Aue/Oe = 0.10 

velocity for the computation. The present solutions appear to 
agree more closely with the measured data than do the 
numerical or analytical solutions by Lin [3], Hill and Stenning 
[22], and Tsahalis and Telionis [24]. Figure 7 shows the com­
puted periodic solutions of wall shear stress and Stanton 
number, St (= q„/peCp{Te - Tw]ue), at the same streamwise 
location. The wall shear stress indicates that a temporal flow 
reversal occurs periodically at bx/u0 = 0.10 upstream of the 
steady separation point, bx/u0 = 0.12. The Stanton number 
plotted in Fig. 7 is for incompressible flow. For the calcula­
tion, the wall temperature was arbitarily set to 82.6 percent of 
the free-stream temperature. As can be seen in Fig. 7, the 
Reynolds analogy is no longer applicable to the unsteady flow. 
The phase of the wall shear leads the motion of the external 
stream while the wall heat transfer lags, in accordance with the 
analysis by Lighthill [2]. The computational grid used is 94 x 
75 over ReL x ReH = 98,600 X 6,600, where the Reynolds 
numbers are evaluated for the mean free-stream condition; 
and L and H are the width and height of the computation do­
main, respectively. For each cycle of the oscillation 64 time 
steps were used. 

Unsteady Incompressible Turbulent Boundary Layers. In 
this study, two unsteady incompressible turbulent flows, one 
measured by Karlsson [25] and another measured by Parikh et 
al. [26] were calculated. The flow measured by Karlsson is a 
uniform mean flow with a harmonic oscillation, while the flow 
studied by Parikh et al. is a linearly retarded mean flow with a 
harmonic oscillation. The characteristics of the freestream for 
these flows are: 

(a) w/27r = 0.33 Hz, Aue/ue = 0.14 for the measurements 
by Karlsson [25] 

(b) co/27r = 0.25 Hz, and &ue/ue = 0.0, d(iie/u0)/dx = 0.0 
if x < 2.0; and Aue/ue = (x-2.0)/[12.0 - (x-2.0)], 
d(ue/u0)/dx = -1/12 if x>2.0 for the measurements by 
Parikh et al. [26]. 

Figures 8 and 9 compare the calculated amplitude profiles 
across the boundary layer for these flows with measured data 
as well as with other available solutions. The present solutions 
are found to agree very well with the experimental data. For 
Karlsson's measurements, the present solutions for both in-
and out-of-phase components of amplitude also agree well 
with the numerical solution by Lam [23] and appear to be bet­
ter than the solution obtained by Cebeci [15]. The present 
solutions are slightly below those obtained by Telionis and 
Romaniuk [27]. All the solutions shown in Fig. 8 except for 
those by Telionis and Romaniuk [27] utilized basically the 
same turbulence model. For the flow measured by Parikh et 
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Fig. 8 Amplitude profiles for oscillating turbulent boundary layers with 
zero-streamwise mean pressure gradient; w/2ir = 0.33 Hz 
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Fig. 9 Amplitude profiles for oscillating turbulent boundary layers with 
adverse streamwise pressure gradient; u/2?r = 0.25 Hz 

al. [26] the present results are found to be in much better 
agreement with the experimental results than the predictions 
of Orlandi [28] who used a higher-order turbulent kinetic 
energy transport equation model (see Fig. 9). 

A 141 x 85 grid was used for the Karlsson case over ReL X 
ReH = (1.055 x 106) x (0.81 x 105), where L and //are the 
width and height of the computation domain, and the 
Reynolds numbers are evaluated for the mean free-stream 
condition. The periodic solutions were achieved in four cycles 
using 128 time steps per cycle. For the Parikh et al. case, a 41 
X 85 grid was used over ReL = 0.37 x 106 and ReH = 0.16 
X 106, where L is the streamwise extent of the flow decelera­
tion zone, H is the height of the computational domain, and 
the Reynolds numbers are evaluated for the free-stream condi­
tion at the leading edge. A 20 percent reduction of grid points 
in the normal direction was found to result in an insignificant 
change in the solution except for the region near the 
boundary-layer edge (y = 3.5 ~ 5.0 cm), where a relatively large 
grid spacing occurs. In that region, the maximum difference 
between the amplitudes computed with the original and a 
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coarser grids was approximately 1.68 percent. For the both 
cases, two cycles with 96 time steps per cycle were required to 
establish periodic solutions. 

V Conclusion 

An accurate finite-difference solution procedure has been 
developed for unsteady two-dimensional compressible bound­
ary layer flow. The governing boundary layer equations for 
conservation of mass, momentum, and energy were written in 
primitive variables and solved in a fully coupled manner using 
a fully implicit finite-difference scheme. Such a coupled solu­
tion algorithm provides time accurate solutions and also over­
comes the problem associated with obtaining a direct time-
integration for the normal component velocity. 

Several incompressible and compressible flows were com­
puted with the present procedure. The computed results 
agreed very well with experimental data and other 
analytical/numerical solutions. In particular, for the flow 
with external harmonic oscillations, the mean flow was found 
to be generally unaffected by the free-stream fluctuations. For 
heat transfer, the Reynolds analogy is no longer applicable to 
flows with free-stream fluctuations. The temporal flow rever­
sal was observed upstream of the steady separation point for 
the mean Howarth flow when harmonic oscillations were 
superimposed on the mean free-stream flow. For turbulent 
flow, a simple algebraic mixing length model was found to 
provide predictions in good agreement with experimental data 
for the cases considered in this study. 
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Some Observations of Flow 
Patterns and Statistical Properties 
of Three Component Flows 
Vertical air-water flows, solids-water flows and three component air-solids-water 

flows were investigated in a Three Component Flow Facility. Visual observations of 
the flow patterns show that three component flows undergo transition and can ex­
hibit strong unsteady vortical motions. Measurements of the fluctuations in cross-
sectionally averaged volume fraction measurements were made. The statistical 
properties of the fluctuations are presented in terms of their amplitude and coherent 
time scale in the form of the Signal To Noise Ratio (STNR) and the Time Constant 
(£), respectively. Remarkably, the solids-water flows and the dispersed bubbly air-
water flows exhibit almost identical values of STNR for the same volume fraction. 
Equally remarkable in the linear relationship between the Time Constant and the 
mean bubble or particle velocity; this relationship is found to have the same constant 
of proportionality for both species in the well behaved disperse regime. In the two-
component churn-turbulent and the three-component agitated vortical regimes, the 
variables £ and STNR significantly deviate from their dispersed regime values. The 
onset of large coherent structures characteristic of these regimes is reflected by a rise 
in the amplitude of the fluctuations and a marked increase in their coherent time 
scale. The results of this study demonstrate the large information content in the fluc­
tuations of the measured quantity, both as a flow regime indicator and as a measure 
of flow quantities in two- and three-component flows. 

1 Introduction 
The discrete nature of multi-component flows is well known 

to be the cause of fluctuations in measured flow quantities. 
The statistics of these fluctuations depend on the structure and 
spatial distribution of the discrete phase. A number of in­
vestigators have indeed demonstrated direct relationships be­
tween flow properties and the statistics in the measured 
"noise" that have allowed the extraction of information from 
the observed fluctuations. For example, the fluctuating com­
ponent of the pressure drop in a two-phase flow through an 
orifice was used to derive the flow rates of the components by 
Ishagai et al. (1965). Jones and Zuber (1975) used the prob­
ability density function of X-ray attenuation volume fraction 
signals as a flow pattern discriminator for vertical bubbly, slug 
and annular flows. Bernier (1981) used the inherent noise of 
resistive volume fraction signals in his experimental analysis of 
kinematic wave propagation in bubbly flows. The significance 
of the statisical properties of volume fraction measurements 
depends entirely on the size of the influence volume of the 
measuring device. For example, hot wire anemometers, op­
tical probes and other devices have been employed to make 

Present address: Department of Mechanical Engineering, Massachusetts In­
stitute of Technology, Cambridge, Mass. 02139. 

Contributed by the Fluids Engineering Division of the THE AMERICAN SOCIE­
TY OF MECHANICAL ENGINEERS and presented at the International Symposium on 
Slurry Flows, ASME Winter Annual Meeting, Anaheim, Calif., December 
7-12, 1987. Manuscript received by the Fluids Engineering Division June 13, 
1986; revised manuscript received March 25, 1987. 

point measurements of volume fraction. To obtain useful in­
formation, time averaging of the output is necessary. This 
limits the dynamic resolution of such a device. On the other 
hand, X-ray and Gamma-ray attenuation techniques inherent­
ly carry out line averages along the beam. Capacitive and 
resistive measuring techniques yield a volume average of con­
centration. The size and shape of the measuring volume is 
determined by the geometry of the electrodes. With a large 
averaging volume, good dynamic response is achieved at the 
cost of diminished spatial resolution. 

In this study we exploit the fluctuation in the measured 
volume fraction signal to investigate the structure of two- and 
three-component flows as they undergo transition from a 
uniform to an agitated regime. We demonstrate that the fluc­
tuations in the signal can be used to measure flow quantities. 
The flows considered consist of air bubbles (average diameter 
of 4 mm) and polyester particles (average diameter 3 mm) in a 
continuous medium of water. Real time volume fraction 
measurements were made using an Impedance Volume Frac­
tion Meter (IVFM) (Bernier (1981), Kytomaa (1986)). 

The fluctuations in the volume fraction signal are 
characterized by two properties of their auto-correlation func­
tion; its amplitude and "width" (coherent time scale). These 
two quantities are easily measured and are useful characteriza­
tions of the flow structure. The visual observations of the 
transition of two- and three-component flows are related to 
these statistics. The results suggest a non-intrusive method of 
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measuring disperse flow quantities, namely the total volume 
fraction and velocity, for two- and three-component flows. 

In the work presented here, Reynolds numbers of 1000 and 
400 were measured for individual bubbles and particles respec­
tively based on relative velocity. These values are significantly 
higher than the Reynolds numbers in other three-component 
flow studies by Fessas and Weiland (1981) and Batchelor 
(1986). Flow regime transitions were nevertheless observed in 
all these studies. 

2 Experimental Facility and Instrumentation 

The Three Component Flow Facility (TCFF) shown in Fig. 
1 was used to study the statistical properties of volume frac­
tion signals in bubbly, slurry and three component flows. The 
test section is a vertical clear acrylic pipe . 1016 meters (4 in.) in 
diameter and 2.2 meters in length. The air-water flows are 
formed by introducing the gas through an injector situated in­
side the vertical pipe, .5 meters below the test section. The in­
jector consists of an array of twelve 3.2 mm (1/8 in.) diameter 
brass tubes perforated with .4 mm (1/64 in.) holes. An 8 atm 
(120 psi) compressed air line supplies the injector through a 
regulator, an orifice plate flow meter (to monitor air mass 
flow), valves to control air flow and a manifold to distribute 
the air flow evenly among the brass tubes. The slurry flows 
studied consist of water and polyester particles. The polyester 
particles are of the type used for molding applications (specific 
gravity = 1.43). They are smooth and"have a cylindrical shape 
with an equal mean height and diameter of 3 mm ( ± .5 mm). 
The most novel aspect of the facility is its ability to handle 
solids and to control their flow rate independently of the liq­
uid without having to add or remove solids from the system. 
When at rest prior to an experiment the solids are trapped bet­
ween a vertical 4 inch control cylinder and the storage hopper 
(see Fig. 1). As the control cylinder is raised from the reducer 
on top of which it sits, the gap created allows particles to enter 
the test section under the action of gravity. The vertical posi­
tion of the control cylinder can be varied by means of a con­
trol rod attached to a worm gear mechanism and this permits 
the solids flow rate to be controlled by varying the gap be­
tween the cylinder and the reducer. To recycle the solids after 
an experiment the control cylinder is lowered to the closed 
position and sufficient upward water flow is generated to 
fluidize the solids in the lower tank and to carry them back to 
the upper tank where they settle into their original position. 

The static pressure gradient in the test section is monitored 
using an inductive differential pressure transducer. The 
volume fraction of the dispersed medium is measured using an 
Impedance Volume Fraction Meter (IVFM). The IVFM was 
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Fig. 1 Schematic of the Three Component Flow Facility 

developed by Bernier (1981). It has been modified for 
temperature compensation and now has a shielded electrode 
configuration which decreases the axial extent of the influence 
volume over which the measurement is carried out. The active 
stainless steel electrodes which are flush mounted into a sec­
tion of .1016 meter (4 in.) diameter non-conducting acrylic 
pipe are 6.4 mm in axial length and form diametrically op­
posed 90 degree arcs on the circumference of the pipe. The ac­
tive electrodes are each sandwiched between two shielding 
electrodes. These are 9.5 mm in axial length and also form 90 
degree arcs. Figure 2 shows the electrode configuration. The 
shielding electrodes duplicate the active electrode potential 
through a high input impedance voltage follower. The IVFM 
is excited at an amplitude of .3 volts r.m.s. and a frequency of 
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Fig. 2 Isometric view of the shielded Impedance Volume Fraction 
Meter electrode geometry 
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Fig. 3 Steady state calibration of the Impedance Volume Fraction 
Meter with bubbly flows for zero water volumetric flux. The volume frac­
tion was derived from the hydrostatic pressure gradient measurement. 

40 KHz at which the impedance is found to be primarily 
resistive. The excitation and signal processing equipment is 
described in more detail by Bernier (1981). The IVFM is 
calibrated with both bubbly and particulate flows against the 
volume fraction (a and v, respectively) obtained from the 
static pressure gradient measurement. These two plots are 
shown in Figs. 3 and 4. Equations (1) and (2) are the respective 
linear regression fits of the shown plots. The corresponding 
correlation coefficients for these fits are .9992 and .997. The 
discrepancy between the two fits (up to 4 percent) is attributed 
to experimental error in the measurement. 

a(%) = 6.53 IVFM(Volts)-.006 (1) 

K%) = 6.77 IVFM(Volts) - .41 (2) 
The IVFM is found to have excellent linearity up to the 

volume fractions of at least 40%. With a sensitivity of .15 
Volts per percent of volume fraction, and the passage of in­
dividual bubbles (or particles) is readily detectable. 

3 Experimental Procedure and Presentation of Results 

After initiation of each experiment, data were not taken for 
30 seconds in order to permit passage of the initial transient. 
Then observations of the flow pattern were made. For each 
run, measurements were made of the air flow rate (using the 
orifice meter), the liquid flow rate (measured with an elec­
tromagnetic flow meter). The total flow rate was constrained 
by flooding of either the solid or the gas phase and the total 
flux was restricted to the range of - .1 m/s to .2 m/s. The 
IVFM d.c. output and the static pressure transducer output 
were monitored on a strip chart recorder. In two component 
flows, v, the solids volume fraction or a, the air volume frac­
tion is directly obtained from the IVFM. At low flow rates a 
or v is also given by the output of the differential pressure 
transducer since the frictional component of the pressure drop 
is very small. Indeed this is how the calibration equations (1) 
and (2) were obtained. In a three-component flow at low flow 

? c I 2 3 4 5 
IMPEDANCE VOLUME FRACTION 
METER DC OUTPUT (VOLTS) 

Fig. 4 Steady state calibration of the Impedance Volume Fraction 
Meter with particulate flows for zero total zero total volumetric flux. The 
volume fraction was derived from the hydrostatic pressure gradient 
measurement. 

Time, r (sec) 

Fig. 5 Typical auto-correlograms of the IVFM output fluctuations in a 
steady bubbly flow regime obtained from the HP 3562 Digital Signal Pro­
cessor for a 60 second record 

rates, the differential static pressure transducer yields the bulk 
density which is a function of the individual volume fractions 
of air and solids. The mean IVFM d.c. output gives the sum of 
the air and solid volume fractions. Thus we can deduce the 
concentration of the individual constituents. 

The IVFM a.c. component was recorded on magnetic tape 
through a d.c. blocking amplifier with a 3dB cut off frequency 
of .032 Hz and a fall off slope at 10 dB per octave. The record 
length was five minutes whenever possible. The shortest 
record was of one minute which proved adequate for accurate 
determination of IVFM output fluctuation statistics. 

The size distribution of a multicomponent flowing medium 
influences the statistical properties of the fluctuating compo­
nent of volume fraction signals. For example, for two flows of 
equal volume fraction, the one with large particles will yield 
less frequent and larger fluctuations in the measurement than 
the one with very small particles. In this paper we used the 
properties of the Auto-Correlation Function (ACF) of the 
IVFM output fluctuations to characterize the flow. Typical 
ACF records are shown in Fig. 5. The two dominant features 
of the AFC are a) its amplitude (i? p̂(O)) which is the mean 
square magnitude of the fluctuations, and b) the time at which 
the function has decayed to a certain fraction of its peak 
value. The latter is interpreted as a measure of the coherent 
time scale. These two quantities were used to characterize the 
structure of a variety of two- and three-component flows. The 
amplitude {R yy(0)) is presented in terms of the dimensionless 
Signal To Noise Ratio (STNR), and the coherent time scale is 
presented in terms of the time constant £; these variables are 
defined below: 

STNR = 
V 

-jRpp®)' 
(3) 
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Fig. 6 Bubbly-air water flow of 8 percent volume fraction Fig. 7 Chum·turbulent air-water flow of 37 percent volume fraction
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Fig. 8 Signal To Noise ratio of the Impedance Volume Fraction Meier
output for bubbly and chum·turbulent flows

scale of the "noise." These variables were derived from ex­
perimentally obtained auto-correlation records of the fluc­
tuating signal.

The Signal To Noise Ratio (STNR) of the IVFM was found
to behave in two distinct ways depending on whether the flow
is bubbly or churn-turbulent. In bubbly air-water flows, the
STNR rises monotonically as the volume fraction is increased
up to 45 percent. Upon additional air injection, a sudden drop
in STNR is experienced along with a slight decrease in volume
fraction as shown in Fig. 8. The drop in STNR coincides with
the formation of slugs of air present in churn-turbulent flows.
The accompanying drop in void fraction is caused by the in­
crease in the mean relative velocity and the perservation of
continuity at the air flow rate at which transition occurs. Thus
there are two stable values of signal to noise ratio for volume
fractions between 35 and 45 percent.

The time constant, ~, in bubbly flows is found to be linearly
proportional to the mean bubble velocity, vg • This quantity is
derived from the measured air fluxjg and its volume fraction,
ex using the following equation:

where Vis the mean d.c. IVFM output voltage,arid

~ = 1.67831r1l2 , (4)

where 7112 is the time at which the ACF has decayed to half of
its maximum value. A Hewlett Packard 3562 spectral analyser
was used to obtain the Auto Correlation Functions (ACF) of
IVFM output fluctuations. A chosen ensemble length of one
second proved to be adequate to give a repeatable ensemble
averaged ACF records. Simultaneous visual observations were
made of the nature of the flows and the flow pattern.
Measurements of time constants ~ and the STNR are related
below to the disperse medium volume fraction and mean
velocity, and observations of the flows.

4 Air-Water Flows

The air-water flows are created by injecting air bubbles into
water. At low air volume fractions, the resulting two­
component medium consists of a homogeneous distribution of
bubbles with a photographically measured average bubble size
of 4 mm and a deviation of up to .5 mrnfromthe mean.
The flow remains uniform up to a volume fraction of approx­
imately 42 percent. This type of flow is known as the dispersed
bubbly flow, an example of which is shown in Fig. 6. As the
flow rate of the injected air is increased, the two-component
medium becomes intermittently agitated and the' formation of
large bubbles becomes visible. This flow is said to be churn­
turbulent. A photograph of such a flow (Fig;) shows the
presence of large bubbles. Transition from bubbly flow to
churn-turbulent is observed to happen more suddenly than the
change in the opposite direction. An initially churn-turbulent
flow takes of the order of minutes to settle down to a bubbly
state when the air of the initiallY agitated medium is decreased.
The change in regime has the notable effect of preventing the
volume fraction from ever rising above 45.

The structure of these air-water flows is characterized using
the statistics of the fluctuations of measured volume fraction
signals. Two statistical criteria are used, namely the Signal To
Noise Ratio (STNR) which is the ratio of the d.c. IVFM out­
put and the amplitude of the fluctuations, and tlw time con­
stant, ~, which is inversely proportional to the coherent time
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Air Volume Flux, jair (m/s)

Fig. 10 Time constant ~ of the fluctuating IVFM signal in fully
developed churn·turbulent flows versus the air volumetric flux, showing
all points on the one curve with little scatter

Average Air Velocity, VG (m/s)

Fig. 9 Time constant ~ (reciprocal of the coherent time scale) of the
fluctuating IVFM output signal in bubbly and churn·turbulent flows ver·
sus the average air velocity. Note the dramatic drop In ~ on onset of
churn·turbulence.

Fig.12 Sollds·water plug flow of 55 percent volume fraction

...
Fig. 11 Dispersed sollds·water flow of 12 percent volume fraction

graph. Values of ~ for fully developed churn-turbulent flows
are plotted versus the air flux}g in Fig. 10. The curve displays
a monotonic increase of the time constant with air flux with
less scatter than the corresponding points in Fig. 9.

These findings demonstrate the rich information content in
the noise of the measured volume fraction signal. The STNR is
a dimensionless quantity, and it is independent of the sensitivi­
ty (gain) of the measuring device (in our case the IVFM). The
consistent relationship between the STNR and volume frac­
tion for bubbly flows indicates a possible method of monitor­
ing volume fraction using the STNR in situations where the
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The results for the time constant, ~, are shown in Fig. 9 plot­
ted against the mean air velocity. The bubbly flow results are
indicated by the encircled points. These all fall on a straight
line (slope"'" 370 m -1 and zero vertical axis intercept). In other
words, the coherent time scale of fluctuations caused by the
passage of individual bubbles past the IVFM electrodes is
found to be linearly proportional to their average residence
time in the field of influence of the device (the electric field
caused by the electrodes). However, at onset of churn­
turbulence, the magnitude of the time constant decreases
sharply by an order of magnitude. This decrease is indicative
of the formation of large structures in the agitated flow
regime. Constant liquid flux curves assume a "C" shape; four
such curves are\presented. For a constant liquid flux, the lower
volume fraction flows exhibit higher values of ~ since bubble
interactions cause their terminal velocity to decrease with
volume fraction. The marked decrease in ~ caused by the onset
of churn-turbulence occurs as the air volume fraction is in­
creased above its critical value of approximately 42 percent.
Points on the vertical part of the constant liquid flux curves
are considered to be transitional, and points on the rising
lower branch of these curves are considered "fully
developed." Churn-turbulent data are presented on a separate
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recalibration of the monitoring device is not convenient or is 
impossible. The STNR, used in conjunction with the volume 
fraction provides a flow regime delimiting tool capable of dif­
ferentiating between bubbly and churn-turbulent flows. The 
obtained values of the time constant, £, suggest that it could 
be used to determine the mean air velocity and flux of both 
bubbly and churn-turbulent flows in a non-intrusive fashion. 
The magnitude of £ is also found to be sensitive to the flow 
regime and thus a good indicator of it. 

5 Solid-Liquid Flows 

The solid-liquid flows studied consist of polyester particles 
of an average diameter of 3 mm. These flows do not display 
any distinct change in flow regime and remain disperse for the 
range of total volume flux considered (0 - .24 m/s) and 
volume fractions of up to 60 percent. Figure 11 shows a 
disperse solids-water flow of 12 percent volume fraction. At 
large volume fractions, the particles are no longer able to 
move relative to one another and they appear to translate as a 
solid plug inside the pipe. Such a plug flow is shown in Fig. 12. 

We take advantage of the absence of instability in solids-
water flows to investigate whether the useful results for 
disperse bubbly flows hold for particulate flows. Namely that 
the STNR can be used as a measure of total volume fraction 
and that the time constant £ is linearly proportional to the 
average disperse medium velocity. 

Particle flow STNR values are shown versus the volume 
fraction of solids in Fig. 13. All STNR values fall on a single 
monotonically increasing curve. Remarkably, this curve coin­
cides with the bubbly flow curve (deviations are within the 
present experimental scatter), despite the difference in 
diameter between the particles and bubbles. Measured values 
of £ are presented versus volume fraction for different total 
fluxes in Fig. 14. In the solid-liquid flows, £ behaves linearly 
with respect to the particle velocity vp. It gradually decreases 
with v for constant total flux (the settling velocity decreases 
with increased volume fraction) and for a given value of v, the 
higher the total flux the larger the resulting £. 

In the present experimental facility, we have no direct 
means of evaluating the particle flow rate or speed. An in­
direct method was devised for this purpose. We determined 
the particle Drift Flux Curve from kinematic shock speed 
measurements, and then used this result to determine the par­
ticle velocity for comparison. The estimate of the solids 
average velocity is given by 

v 
(6) 

The velocity given by equation (6) is not an exact measure 
since jPj(v) was derived for zero total flux, and it is now ap­
plied to non-zero flowrates. However, for the maximum total 
flux considered (.25 m/s which corresponds to Re = 25x 103) 
the error in the disperse medium velocity is small. Experiments 
to measure £ were carried out for volume fractions ranging 
from 6 to 55 percent. The results, presented in Fig. 14, show 
that the time constant, £, is indeed linearly proportional to the 
mean particle velocity, and the constant of proportionality is 
almost exactly the same as for bubbly flows. Therefore the 
suggested method based on the determination of the 
characteristic coherent time scale of the IFVM "noise" can 
truly be used as a non-intrusive measurement of the disperse 
medium velocity with the maximum error of ±25 percent of 
the measurement for the lower velocities considered. 

6 Gas-Solid-Liquid Three-Component Flows 

Three component flows consisting of polyester particles (3 
mm diameter) and air bubbles (uncoalesced diameter of 4 mm) 
in a continuous medium of water were investigated for low 
total fluxes (/'< -06 m/s), and total volume fractions up to 50 
percent. 

At the flow rates considered, the pressure gradient in the 
vertical test section is predominantly hydrostatic. Thus, 
neglecting the wall effect at these low flow rates, the pressure 
gradient is linearly proportional to the bulk density which is a 
function of the volume of the individual constituents. We 
measure the pressure gradient in the medium using a differen­
tial pressure transducer between two taps located a distance 
L= 1.694 m apart. The lines leading to the device are filled 
with water; therefore the measurement is relative to the 
hydrostatic pressure difference in water over the same height. 
Hence, the device output pressure can be presented as a linear 
combination of the disperse medium volume fractions: 

Ap = p,L[v{pp-pi)-a(j>i~pg)\. (7) 

where v is the volume fraction of solids and a the volume frac­
tion of air. The mean IVFM output gives the sum of the air 
and solid volume fractions. Since the material constants in (7) 
are known, the volume fractions can therefore be computed 
from the two measurements. 

6.1 Three-Component Flow Pattern Observations. One 
of the distinctive characteristics of the three component flows 
is the dramatic increase in the level of audible noise caused by 
particle impacts against one another and against the pipe wall. 
This was found to be true for all volume fractions of air and 
solids. It is interpreted as a consequence of the increase in the 

which is derived directly from the definition of the drift flux. 
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medium (a + v). It can be seen that flows which do not exhibit
large vortical structure have small relative gas velocities, less
than .05 mls at total volume fractions between 15 and 30 per­
cent. After transition, the relative velocity in the agitated
flows rises sharply up to about .35 m/s. This sudden increase
in the relative velocity is characteristic of a change in regime as
was shown by a number of investigators for air-water flows
(these results are summarized by Wallis (1969) in his book). In
their low Reynolds number work on suspensions, Fessas and
Weiland (1981) observed similar behavior in the settling
velocity of heavy particles in a bidisperse medium. They
present the settling of velocity of one species as a function of
the concentration of the other, with the concentration of the
first as a parameter. The curves display the same initial
decrease that we find followed by a sharp increase after a
minimum value is reached. Visual observation of their
sedimenting flows revealed segregation of species into vertical
fingers subsequent to the regime change. This is in contrast to

Fig. 16 Three component flow of 30 percent solids volume fraction and
15 percent air volume fraction, showing large vortex structure. 1130
second exposure was used.

Volume Fraction of Solids, v (%)
Fig. 17 Flow regime map of three component flows based on visual
observation

disperse medium pressure caused by bubble-particle interac­
tions. This effect is consistent with the enhanced erosive
property of three component flows.

At low volume fractions (a, v < 17 percent) the flows are
dispersed and well behaved. The small scale of the structure is
revealed in a time lapse photograph of such a flow in Fig. 15.
However, a flow regime transition was observed above a cer­
tain combination of Volume fraction values. Above this
threshold, the homogeneous three-component distribution is
observed to become unstable and is replaced by an unsteady
flow regime with vortical structure; this is called the agitated
vortical regime. Regime transition is observed to take place at
solid and air volume fractions of approximately 17 percent.
The vortices created have the same typical size as the pipe
diameter (4 in.). This is seen in a time lapse photograph in Fig.
16. At high solid fractions the air flow is hardly visible, in­
dicating that the bubbles tend to flow in the central region of
the pipe. At larger air flow rates, groupings of air bubbles and
slugs do however become visible, typically in the center of vor­
tices. Thus, there exists a segregation effect of the vortices on
the dispersed components. A flow regime map is presented in
Fig. 17 showing the prevalence of dispersed flows at lower
volume fractions of both bubbles and solids, and the onset of
agitated flows at higher values.

6.2 Average Air Velocity in a Three-Component
Flow. The average air velocity vg in.. the three-component
flows studied was computed from the total air flux i g and the
calculated air volume fraction a.

V = i g
g a .

We now introduce the average air velocity relative to the com­
bined flux of liquid and solids, vg(pl)' which is defined by:

vg(p/) = v g - ip - i/. (9)

The velocity vg(p/) indicates the extent of flow interference be­
tween the bubbles and the liquid-solid medium. This quantity
is plotted in Fig. 18 against the total volume fraction of the

Fig. 15 Three component flow of 12 percent solids volume fraction and
15 percent air volume fraction, showing the small scale structure of
disperse flow. 1130 second exposure was used.
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Fig. 19 Signal to noise ratio of the IVFM output in three component 
flows versus total disperse material volume fraction 

the present flows, which manifest large vortical structure 
subsequent to the loss of stability of the disperse regime. 

All the relative velocity data falls on the same general curve 
when presented as a function of the total volume fraction of 
the disperse medium. This is also true for Fessas and 
Weiland's data though they do not make note of this fact. 
This property was assumed in a low Reynolds number bi-
disperse model by Lockett and Al-Habbooby (1974) and 
proved to give good agreement with experimental data. It 
therefore appears that this property holds not only for flows 
of small particle Reynolds number but also for the higher 
Reynolds numbers of about 1000 which pertain to this study. 

6.3 Statistical Properties of Volume Fraction Signals in 
Three-Component Flows. We now turn attention to the 
statistical properties of the fluctuations in the measured 
volume fraction signals of three-component flows. In Sections 
4 and 5 we showed that the amplitude of the fluctuations 
presented in the form of the Signal To Noise Ratio and the 
coherent time scale presented in the form of a time constant £ 
both contained valuable information on the nature of two-
component flows. 

In the three-component flows, the STNR shown in Fig. 19 
displays a nearly linear dependence on total volume fraction, 
with a scatter of ± 5 percent. The STNR of well behaved 
disperse flows coincide with both bubbly and particle disperse 
flow values shown on Figs. 8 and 13. The flows which exhibit 
large vortical structure assume STNR values below the 
disperse flow curves. The small scatter in the results indicates 
that this type of measurement has potential as a means of 
monitoring the total volume fraction. The STNR exhibits the 
largest deviation from the disperse flow curves for flows of 
very low solids volume fraction resembling churn-turbulent 
flows. This is exemplified by the STNR curve for air-water 
flows, Fig. 8.These are the conditions under which the STNR 
would be least accurate as a measure of total volume fraction. 

The coherent time scale of the noise in the three-component 
flows is presented in the form of the time constant £ versus the 
average air velocity in Fig. 20 for a wide range of gas volume 
fractions. Surprisingly, all points fall on one common curve 
with a maximum which coincides with the onset of vortical 
motion in the flow. The maximum value of £ is 75 with a cor­
responding average gas velocity of .14 m/s. All well behaved 
dispersed flows fall to the left of the maximum and all agitated 
flows to the right. Note that the behavior of the time constant 
in churn-turbulent two-component flows (Fig. 9) was marked­
ly different. The right-hand part of the curve which shows a 
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Fig. 20 Time constant £ of IVFM output fluctuations in three compo­
nent flows versus the average air velocity 

decreasing time constant implies the development of large 
scale vortical structure in the flow. 

7 Conclusion 

In this study, the nature of vertical two- and three-
component gravity driven flows was studied. Gas-liquid and 
gas-liquid-solid mixtures were found to undergo a transition 
from a disperse to an agitated regime. The agitated vortical 
air-water-solids flows were so named for their distinct eddies 
of the size of the pipe diameter. 

Solid-liquid flows, however, were found to remain quite 
homogeneously distributed for all volume fractions and 
flowrates considered. In agitated vortical three-component 
flows, segregation of species was observed. Air bubbles 
formed groupings in the center of large vortices, and slugs 
were occasionally created. This regime exhibited a dramatic 
increase in the gas flux relative to the solid-liquid mixture. A 
map of three-component flow regimes is presented in terms of 
the volume fractions of the individual constituents showing 
the regions of disperse and agitated vortical flows. 

The structure of these flows was quantitatively analyzed by 
making use of the statistics in the fluctuations of volume frac­
tion measurements. The statistical properties of the fluctua­
tions were presented in terms of two properties of their auto­
correlation function, namely its peak value (at T = 0) which 
represents the fluctuations amplitude and its "fall off" time 
which is a measure of the characteristic coherent time scale in 
the "noise." The former is presented in the form of a Signal 
To Noise Ratio (STNR), and the latter as a time constant of 
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coherence, £. In disperse bubbly and particle flows, the STNR measuring techniques using more than one transducer to in-
was found to be directly related to the volume fraction of air vestigate the size, speed and persistence of the observed 
or solids. Remarkably, the results for bubbles and particles structures. 
were found to be virtually identical. This consistency of the 
measurement and the independence of the dimensionless 
STNR on the IVFM sensitivity (gain) suggests that the STNR 
may be a useful measure of volume fraction in locations of References 
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Modelling Collisional Stresses in a 
Dense Fluid-Solid Mixture 
An idealized dense mixture of fluid and solid is considered. The mixture consists of 
identical spheres and a Newtonian fluid. Collisional stresses in a simple shear flow 
of such a mixture are quantified. These stresses are considered to be generated by 
binary collisions of spheres which result from the mean shear flow. The fluid is con­
sidered to act only as a dissipater of the fluctuating motion of the solids. Fluid 
stresses are neglected. Unlike previous analyses which make similar assumptions 
about the effect of the fluid, the present work does not require assumptions about 
the collision kinematics, except that the kinematics be homogeneous in the entire 
flow field. This is achieved by replacing analytical integrations with a Monte Carlo 
procedure. The resulting collisional stresses are found to increase and compare bet­
ter with experimental data than previously obtained analytical results. 

Introduction 
Flows of fluid-solid mixtures occur in numerous industrial 

and natural processes. For design and control purposes the 
quantitative understanding of such flows is important. Most 
existing mathematical models of such flows rely on 
phenomenological parameters. A commonly used rheological 
model that yields satisfactory results in many slurry pipe flows 
is the Bingham plastic model. In this model the shear stress is 
expressed as 

T = T0 + 7i(du1/dx3)
n (1) 

where r0 is the yield shear stress, r\ is the dynamic viscosity, 
du{/dx} is the shear rate and n is a constant power law index. 
T0, t] and n are determined experimentally. 

Difficulties in adopting such a model arise when those 
phenomenological parameters become flow dependent. The 
validity of using a set of such parameters becomes ques­
tionable for flows outside the range for which those 
parameters were determined. It is thus desired to understand 
the rheology of flowing fluid-solid mixtures in a more fun­
damental way, such that the stress and strain rate relations 
may be obtained which are free of unknown constants. 

Recently there have been many studies that analyzed the 
detailed mechanics that occur at the particle level to quantify 
stresses generated by a deforming idealized granular material. 
These studies have successfully described stresses developed in 
a simple shear flow of disks or spheres, provided that the 
stresses in such a flow are generated by the random binary col­
lision among these shearing particles. A common assumption 
in all of these theories is that the effect of the interstitial fluid 
is negligible. Such a simplifying assumption was not used in 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the International Symposium on 
Slurry Flow, ASME Winter Annual Meeting, Anaheim, Calif., December 7-12, 
1986. Manuscript received by the Fluids Engineering Division June 17, 1986. 

the granular flow theory developed in [1], where the interstitial 
fluid acts as an energy dissipater. In that analysis the momen­
tum transfer by the shearing interstitial fluid is not included. 
Results from that analysis were reasonably well correlated 
with experimental data obtained in [2, 3], however, the 
magnitude of the predicted stresses was much lower than 
measured. 

A common problem of the existing analyses for quantifying 
collisional stresses in a highly concentrated granular flow is 
the mathematical complexity. Many assumptions are made to 
facilitate explicit solutions. The most severe among these 
assumptions is that the magnitude of the random motion of 
the solid particles is much higher than the mean motion. This 
assumption has limited the applicability of the resulting stress-
strain rate relations to flows of very elastic particles. In a 
fluid-solid mixture, the same assumption would imply that the 
fluid density must be orders of magnitude lower than that of 
the solid. To apply the results to hydraulically transported 
mixtures is thus out of the question. Relaxation of this 
assumption requires very involved mathematics which leads to 
a series of progressively higher order approximations [4, 7]. 

A Monte Carlo method has recently been developed [5] to 
replace the tedious analytical procedure. This method requires 
no restriction on the flow kinematics as long as it is 
homogeneous in the entire flow field. As a result, it may be 
used to analyze inelastic as well as elastic solids mixed with 
fluid of unlike or like densities. 

This Monte Carlo method has been successfully adopted to 
predict stresses in a simple shear flow of disks or spheres 
without fluid effects. In the present study, it is applied to 
flows of a fluid-solid mixture. The result is compared with the 
previous analytical result obtained in [1] and the experimental 
data reported in [3]. It will be shown that a much better com­
parison with the experimental data may be obtained with the 
present results. 
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Fig. 1 Collision geometry 

Theoretical Development 

A flowing fluid-solid mixture has several distinct regimes. 
The classification of these regimes varies however in different 
fields of application. Ordinary terminology in the literature on 
slurry flow denotes these regimes as homogeneous, 
heterogeneous and bed load. In the field of a more general 
flow of granular material, they are designated as inertia domi­
nant, macro-viscous and quasistatic. The mechanism of stress 
generation in a granular material differs a great deal among 
different flow regimes. We will investigate stresses that are 
generated mainly due to the collision of solids. In the case of 
slurry flows, this then restricts our attention to the highly con­
centrated homogeneous and part of the heterogeneous 
regimes, of equivalently to the inertia dominant flow of a 
fluid-solid mixture. 

In such a flow, stresses are quantified as the product of the 
number of solids on a unit surface, the collision frequency of 
each solid particle and the momentum transfer per collision. 
Due to the random nature of collisions, this product must be 
statistically averaged over all possible collision kinematics. 
The collision kinematics are defined by three components: 
solid concentration, mean strain rate and magnitude of solid 
velocity fluctuations. Insisting that the work done by colli-
sional stresses be equated to the energy dissipated by collision 
and fluid drag, the magnitude of solid velocity fluctuation and 
collision frequency are quantified. This procedure has been 
used in [1, 4, 7] to determine analytically the rheology of a 
fluid-solid mixture. For instance, the resulting stresses for a 
simple shear flow of spheres obtained in [I] are 

i cy2&n 

2 C j / 3 - C 1 / 3 

(1-«030.05 

1 - e 2 

2 D p, C>/ 3 -C 1 / 3 8 
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ce& /3 ( l -e) 20.05 

^ C™-0" 2_ p, 0" 1-e2 

2 CD
 PS C> /3 - C 1 / 3 + 8 

•"O (3) 

where C is the solid concentration, C0 is the value of C in the 
packed state, e is the restitution coefficient of solids, pf and ps 

are densities of fluid and solid respectively, CD is the drag 
coefficient, D is the solid sphere diameter and dui/dx3 is the 
shear rate. 

As discussed earlier, due to the assumptions made in deriv­
ing the above stresses, the applicability of equations (2) and (3) 
is limited. 

The Monte Carlo simulation procedure which eliminates 
analytical assumptions is described briefly here, with a focus 
on including the fluid drag effect. Details of this simulation 
are reported elsewhere [5]. This simulation may be applied to a 
general homogeneous deformation field as shown in [5]. A 
simple shear field, however, is discussed in the following. 

Consider the two identical spheres in a simple shear field as 
shown by the dotted circles shown in Fig. 1. These two spheres 
are considered to have just experienced a collision with some 
other particles and now have post-collision velocities 

V,4=M^i + vJi, \ B = uBi + \B (Aa,b) 

where u ,̂ and uB are the mean velocities appropriate to the 
locations of those first collision locations and yA and v^ are 
the corresponding fluctuation velocities. These two spheres 
are then to collide at the point shown in the flow field after 
each has traveled (on the average) a distance equal to the mean 
free path /. While traveling through the interstitial fluid a 
distance /, the kinetic energy of the spheres are reduced by the 
drag forces acting on them. This drag force is expressed as 

„ „ xD2 v2 

FD = CDPJ—~— (5) 

A,B = spheres 
C,C0 = solid concentrations 

CD = drag coefficient 
D = sphere diameter 

FD = drag force 
i,k,N = unit vectors 

K = constant 
/ = mean free path 

n = power law index 
NT = number of iterations 

P 

KA>KB 
UA<UB 

" l 
V.4>Vfl 

v^.v, 
VA,V*B 

^ , v B , V 

= number of spheres cut by 
unit surface area 

= position vectors 
= mean speed 
= mean flow component 
= actual velocities 
= reduced velocities 
= post-collision velocities 
= fluctuation velocities 

v = speed 
vr ~ reduced speed 

x{ ,x3 = coordinates 
X = frequency correction 

factor 
e = restitution coefficient 
T\ = viscosity parameter 

Pj,ps = fluid and solid densities 
T,T0 = stresses 
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where CD, pf and D are defined in equations (2) and (3) and v 
is the relative velocity between the moving sphere and sur­
rounding fluid. After traveling a mean free path, these two 
spheres occupy the positions shown by the solid circles in Fig. 
1, and collide with reduced velocities \Ar and VSr. The new 
post-collision velocities are computed as 

1 

y * - 1 + 6 y 

•H 7 , y Br 

1 - 6 

(6) 

(7) 

The velocities \ A and V | are obtained from linear momentum 
conservation and the restitution law determined by the restitu­
tion coefficient e. Friction forces between colliding spheres 
have been included in previous analysis [1, 5] but are neglected 
here. The stress tensor which resulted from these collisions is 
obtained from the average of collision events over all possible 
collision contact points indicated by N in Fig. 1 and all possi­
ble velocity pairs V^, \ B which would produce such collisions. 
This average may be expressed as [6] 

xD3 .)<g)N 
(\A-\B).N 

I 
(8) 

Z. O _ _-, y-, 

WA - V B ) - N > O 

where p = 6C/irD2 represents the number of spheres cut by a 
unit surface area. 

Analytical procedures have been developed to approximate 
the fluctuation component v ' . This is accomplished by assum­
ing a distribution and determining the root-mean-square of 
this distribution through an energy balance argument (cf. [1, 
4, 7]). The Monte Carlo simulation is designed to determine 
this distribution by emulating the process by which this 
distribution is created naturally due to the mean flow. 

The Monte Carlo simulation is produced as follows. A sam­
ple space of dimension n is first designated. This sample space 
is to eventually contain a precise ensemble of the fluctuation 
velocities experienced by a sphere, such as sphere B, in the 
simple shear field. Initially all of these samples are arbitrarily 
set to zero. As the simulation begins, an initial period 
therefore exists during which the sample space contains fluc­
tuation velocities that are not representative of what are found 
in the actual flow field. The procedure starts by picking a ran­
dom collision point indicated by N in Fig. 1. Two random 
samples of the velocity v ' are then chosen from the sample 
space to represent vj, and \B which appeared in equations 
(4a,b). If the mean free path for any sphere is /, the mean 
separation between A and B in Fig. 1 is V2 / [8]. Therefore, 
sphere A can be considered to be originally a distance V2 l+D 
away from B at the beginning of its travel to collide with B. 
The velocities of spheres A and B are thus 

YA = (D + j2l)-p-(N-k)i + vA, \B=vB (9a,b) 

where the reference frame, having a mean velocity uB\, is 
located at the center of sphere B at the dotted location shown 
in Fig. 1. This is equivalent to uB = 0 in equation (4b). After 
traveling a distance /, fluid drag will reduce the speeds of 
spheres A and B to 

;(V27-
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> B r -
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as described in detail in the appendix where 
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Utilizing equations (6) and (7), the post-collision velocities 
\ A , \ B may be obtained. At this location (indicated by the 
solid spheres in Fig. 1) the new fluctuation velocities are 
V^ - ( R > k ) dUi/dx, i and V | - ( R ^ k ) du^dx, i where RA 

and RB are the position of vectors A and B at collision in the 
chosen reference frame. For computational convenience these 
fluctuation velocities for spheres A and B are approximated as 
V^ - (Z) + V2/)(N-k) du{/dx3 i and V | . The same type of ap­
proximation has been used to compute \Ar and \Br in equa­
tions (10a,b). 

Since a homogeneous flow field is considered, the fluctua­
tion velocity has an identical distribution at any point in the 
flow field. Therefore, these new fluctuation velocities are 
returned to the sample space to replace the values chosen prior 
to this collision. 

After repeating this procedure a large number of times, the 
sample space will contain statistically stable values of the 
velocity fluctuation. After this condition is achieved stresses 
are then computed from equation (12) by performing a large 
number, NT, of additional interactions 

xD3 

2NT 
(VS-V B r )®N 

NT 

( V ^ - V ^ ) ' N 
/ 

(12) 

In the above simulation, the mean free path is determined 
from the solid concentration C as 

D 
6V2xC 

(13) 
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1-0.5C 
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with C0 indicating the densest solid concentration. Equations 
(13) and (14) are presented in literature on the kinetic theory 
for gases [9]. The factor x accounts for the increase of colli­
sion probability in a dense gas. There has been discussion on 
the form of x ar*d the appropriate value of C0. The results 
presented in the next section are obtained with C0 = 1. The 
corresponding formula is called the Carnahan-Starling for­
mula [10]. 

Results 

Since the drag coefficient CD and the ratio of fluid to solid 
density appear together as a product the effect of the fluid 
may be represented by a single parameter 

C /=Q " / (15) 

Figures 2, 3, 4, and 5 give the behavior of the shear stress 
and the three normal stresses obtained from the simulation for 
6 = 0.2 and 0.9, C= 0.3, 0.4 and 0.5 and C> = 0.0 to 1.0. An in­
teresting observation not available from previous analytical 
results given in [1] is that the normal stresses are not identical. 
Moreover, the stress magnitudes were consistently in the order 
TU >T3 3 >r22 for all the parameters used in this simulation. 
All stresses given here are nondimensionalized by dividing 
with psD

2(dul/dx3)
2. Figure 6 gives the ratio of T^/T33 which 

may be called the internal friction coefficient of the fluid-solid 
mixture. The result of this simulation indicates that when Cf 

(a) 

- 0 . 4 

£ = 0 . 2 

-I 1 I L 

(ft) 
Fig. 4 Normal stress in the x2 direction 

increases, stresses monotonically approach constant values at 
large values of Cf. 

Figure 7 presents a comparison of the Monte Carlo results 
and the experimental results obtained in [3]. In [3], the 
material used was neutrally buoyant polystyrene beads in salt 
water. The restitution coefficient for the polystyrene used in 
these experiments was not reported. It was considered, 
however, that e = 0.9 provided a reasonable estimate. The ex­
perimental data from [2] is not used here for comparison 
because the material property is far more uncertain. 

In Fig. 7 calculations based upon e = 0.9 was used to com­
pare the results obtained by the Monte Carlo simulation, and 
the experimentally determined values for the polystyrene 
spheres. Questions about the proper interpretation of the ex­
perimental results make them something less than a perfect 
basis for comparison when judging the validity of the Monte 
Carlo approach. 

It was found that the shear stresses generated with the 
Monte Carlo simulation are approximately twice as large as 
previous analytical results in [1], The same trend also appears 
in the normal stresses. 

Discussion 

In this analysis, the hydrodynamic force on a moving sphere 
is very simplistically included as a drag force. In formulating 
this drag force, the effect of solid concentration, particle 
Reynolds number, density difference between solid and fluid 
are all lumped into one single coefficient Cy equal to CDpf/ps. 

In [1], this drag coefficient was approximated from ex­
perimental results [11] describing a single sphere settling in a 
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Fig. 7 Comparison of shear stress from theoretical results and ex­
perimental data 

fluid-filled cylinder. It was assumed that the interparticle 
separation in a dense fluid-solid mixture produced the same 
hydrodynamic effect as the gap between the cylinder wall and 
the settling sphere. It was found in [1] that for the range of 
concentrations possible in rapidly shearing granular flows, CD 

could be reasonably approximated as being equal to 1. 
However, in the presence of other particles within the flow 

field, the hydrodynamics may in fact be quite different from 
that of a single sphere settling in a cylinder. Extensive 
literature exists on 2-body hydrodynamic forces (e.g. [12], 
[13], [14], [15]). Little information is available, however, on 
multibody forces. The 2-body forces have been analyzed in 
two limiting cases, namely the viscous regime and the in viscid 
regime. Discussion on the first may be found in [12] and [13] 
and the second in [14] and [15]. 

Analysis given in [12] shows that the viscous drag force Fv is 

Fv = 3wixDv'C0 (16) 

where fx is the absolute fluid viscosity and C„ is a coefficient 
which depends on the proximity of a sphere with a rigid wall. 
This wall may represent the plane of symmetry between two 
identical approached spheres along their line of centers. The 
coefficient Cv goes to infinity as the gap between the sphere 
and the wall vanishes. In the present study the concentration 
C=0.5 corresponds to a gap between spheres of about 10~ lD. 
Considering that Stake's law applies for this gap size the coef­
ficient C„, as determined from [12], is about 3. This value 
reduces rapidly with decreasing C. 

By equating equations (5) and (16), the drag coefficient CD 

in this viscous regime becomes 

CD = 24 C„/Re (17) 

where Re= v'D/v is the particle Reynolds number. As the par­
ticle Reynolds number decreases with increasing viscous ef­
fects CD similarly increases with no upper bound. 

For the inviscid case, when the particle Reynolds numbers 
become large, the reduced pressure between the spheres as 
they make contact, tends to draw the approaching spheres 
together (see e.g., [15]). There is also a contribution to the ad­
ded mass coefficient due to the presence of another particle. In 
the limit of infinite separation, this coefficient reduces to 0.5, 
which is identical to the single sphere case. When a spherical 
particle approaches a wall, this added mass coefficient reaches 
an upper limit of 0.8 as the gap size vanishes. The added mass 
effect is not included explicitly in the present analysis. 
However, if one would introduce such an added mass effect, it 
may be incorporated by letting py be (1 + CM)pj in equation 
(18), where CM is the added mass coefficient which depends 
on the proximity of the sphere which is moving towards a 
neighboring sphere. 

A careful study of the 2-body hydrodynamic forces in the 
present work is missing. It is desirable to modify the fluid-
solid interaction force given in equation (18). This modifica­
tion must include effects from the presence of neighboring 
particles. We will leave this for future study. 

As can be seen, however, from Fig. 7 the effect of fluid 
viscosity on the collisional stress is limited to a relatively small 
variation for any fixed particle concentration. For example, 
for C=0.4, the range of T31 is from 0.5 to 0.2 for a variation in 
Cf from 0 to 1. Simulation results show that T3, approaches 
0.045 as Cf> 100. As the collisional stress decreases, the mix­
ture would be dominated by fluid stress. If pf = ps as for a 
neutrally buoyant suspension, Cf = CD and the value of T31 in 
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Fig. 7, for Cfl = 0, corresponds to the case in which the in­
terstitial fluid as purely inviscid. At the other extreme, the 
value of T31 , for a fixed value of C, appears to reach an asymp­
totic limit as the flow becomes increasingly viscous (e.g., CD 
increases). The experimental data from [3] as shown in Fig. 7, 
appears to lie within these limiting extreme values (e.g., fully 
viscous and inviscid flow). This provides a good indication 
that the technique of calculating fluid effects with the Monte 
Carlo simulation may indeed provide a successful approach. 

The challenge remains however to accurately assess a cor­
rect value of CD for a particular granular flow keeping in 
mind that this value of CD is a function of the instantaneous 
particle Reynolds number which continually changes. If an in­
stantaneous value of CD could be found as a function of parti­
cle Reynolds number, the collisional stresses could be readily 
calculated using the Monte Carlo method. 

Conclusion 
A Monte Carlo simulation procedure is adopted to analyze 

the collisional stresses developed in a simple shear flow of 
fluid-solid mixture. The fluid effect is considered to retard the 
fluctuation of the solid particles after collisions. The stresses 
generated within the fluid phase is neglected. 

This Monte Carlo procedure does not require assumptions 
about the particle kinematics as long as it is homogeneous in 
the flow field. Therefore it models the collision process more 
accurately than other existing analytical methods. Resulting 
stresses are found to increase from previously obtained 
analytical values. Comparison with the experimental data is 
reasonable. 

In reality, stresses developed in a fluid-solid mixture come 
from both the fluid and solid phases. These two phases in­
teract and alter each other's property. In this analysis only one 
component of this interaction, namely, the drag due to the 
fluid acting on the solid is considered. To make the analysis 
more complete, other aspects need to be included. A few ex­
amples of these aspects are, influence of the solids on the tur­
bulent structure of the fluid, determination of drag coeffi­
cient, and resitution of collision in fluids. 

The present analysis is believed only to provide a reasonable 
model for stresses in a flow of fairly dense fluid-solid mixture, 
in which case the interstitial fluid stress may indeed be 
neglected. 
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A P P E N D I X 
Consider a sphere which moves relative to the surrounding 

fluid a distance /. The initial speed of this sphere is v0, the 
speed after traveling a distance /is vr. The drag force during 
this motion is represented as 

TTD2 V2 

FD = CDpf — — (18) 

The equation of motion for this sphere is thus 
xD3 dv „ irD2 v2 

>'-T**=-c'"' — T (19) 

Solving vr from the above, one obtains 
vr = v0e~2K (20) 

where 
3 pf I 

K=TCD^-— (21) 
8 ps D 

Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.92. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Journal of 
Fluids 

Engineering ll i \ li 

>- ifi^PP r 

Limitation of Ejector Performance Due to Exit 
Choking 
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Introduction 
Because of their design simplicity, ejectors are widely used 

in a variety of industrial settings, such as in pumping, mixing, 
and entrainment applications. In previous publications (Dut­
ton and Carroll, 1983, 1986), the authors have presented 
techniques for solving a large "class of supersonic ejector 
design optimization problems. Typical results for optimum 
designs that span the range of applications mentioned above 
have also been presented. The method is based on a simplified 
one-dimensional constant area flow model that, when 
modified with an empirical pressure recovery coefficient, has 
been found to be in good agreement with experimental 
measurements over a wide range of geometrical and opera­
tional variables. The technique predicts the combination of 
primary nozzle Mach number and nozzle exit-to-mixing tube 
area ratio that optimizes the primary-to-secondary stagnation 
pressure ratio, mass entrainment ratio, or exit-to-secondary 
compression ratio given the values of the other two 
parameters, the gas properties, and the stagnation 
temperatures. 

Because of the isolation provided from downstream in­
fluences, the ejector is assumed to operate at "breakoff" 
points where the mass flow ratio just becomes independent of 
the compression ratio due to choking of the secondary stream 
at either the inlet or at an aerodynamic throat location near 
the inlet. However, under certain relatively extreme combina­
tions of gas properties and operating parameters, the one-
dimensional model has recently been found to predict that no 
solution for the mixed exit flow is possible at the inlet choking 
condition. The objectives of this paper are to describe the ex­
tensions to the flow model necessary to analyze this situation, 
and to present typical optimization results for these 
conditions. 

Flow Model Extensions 
The basic flow model used in the optimization procedure is 

the one-dimensional constant area model of Addy et al. 
(1981). A schematic of the ejector system under analysis, 
along with the relevant nomenclature, is shown in Fig. 1. A 
high velocity supersonic primary stream entrains a lower 
velocity secondary stream by means of viscous interaction 
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such that the two streams mix in the constant area duct and are 
assumed to exit uniformly and subsonically at location 3. As 
shown in the figure, a subsonic diffuser is also often added to 
improve the system pressure recovery. Using control volume 
continuity, momentum, and energy principles, the model 
predicts the mixed exit flow properties at station 3 given the 
flow conditions of the primary and secondary streams at inlet 
location 1. The steady, frictionless, adiabatic flow of perfect 
gases is assumed, although the streams may have different 
molecular weights, specific heat ratios, and stagnation 
temperatures. The well known aerodynamic choking 
phenomenon (Fabri and Siestrunck, 1958) is analyzed using a 
second series of control volume relations written between the 
inlet and the aerodynamic choking station 2 under the assump­
tion that the secondary Mach number is unity at this location. 
Based on comparison of experimental results to the model 
predictions, the simplified theory has been modified to include 
an empirical ejector pressure recovery coefficient defined as 
the ratio of the actual to the ideal exit static pressure, RE = 
(f'mi)V'(F'mi)'[• Previous experimental studies (Petrie, 1980; 
Dutton et al., 1982) have shown that this loss coefficient is 
typically in the range of RE = 0.75-0.85. 

In the solution procedure for the mixed exit flow properties 
at location 3 the key unknown parameter is the Mach number, 
M„ It is determined from the solution of a quadratic equa­
tion that results from the combination of continuity, momen­
tum, and energy equations written for the control volume 
shown in Fig. 1. Although the algebraic details are much too 
lengthy to include herein, the discriminant in this quadratic 
equation contains the secondary-to-primary stagnation 
temperature and molecular weight ratios, T0s/T0p and 
MWs/MWp, among other parameters. It has been found that 
for relatively extreme combinations of these two ratios the 
discriminant in the quadratic may be negative at the Fabri inlet 
choking point, thereby predicting complex exit Mach numbers 
for these cases. This is particularly true when seeking solutions 
for relatively low Pmi/P0s back pressure ratios. Thus, even 
though it is possible to find the inlet conditions at the Fabri 
breakoff point, since they are based on separate control 
volume relations written between locations 1 and 2, no exit 
flow solution at station 3 is possible for these inlet conditions. 
However, by lowering the secondary inlet Mach number, Msl, 
(and, therefore, the mass entrainment ratio Ws/Wp for fixed 

SUBSONIC 
DIFFUSER-

MIXING OUCT 

SECONDARY 

(5W_ MIXED ^ « ) 

+ EXISTS ONLY FOR SUPERSONIC REGIME <SR) 

Fig. 1 Schematic and nomenclature for the supersonic ejector system 
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Fig. 2 Comparison of inlet and exit choking constraints fo r7 s = yp = 
1.4,MWS/MW„ = 14.5, T0s /T0p = 0.25, M p 1 = 3.0, Ap^IAm3 = 0.1, and 
RE = 0.8 

stagnation pressure ratio P0p/P0s) from the breakoff value, 
eventually a mixed exit flow solution can be found. In addi­
tion, at the condition when an exit solution is first possible, 
Mm3 is unity. Therefore, the ejector operation is limited for 
these cases not by the usual Fabri inlet choking phenomenon 
but rather by mixed flow choking at the exit. This result can be 
argued physically from the standpoint that, say, for a hot 
primary stream (low T^/T^) and low back pressure ratio, 
thermal choking of the mixed flow can be expected. The same 
argument can be made for a low molecular weight primary 
(high MWs/MWp), since the stagnation temperature and 
molecular weight always occur as a quotient in the analysis. 
Emanuel (1982) has also examined limitations on ejector 
operation, including the Fabri inlet choking constraint, 
although not in the context of optimization and by using a 
more simplified flow model than that presented here. 

A quantitative comparison of the inlet and exit choking con­
straints for a representative case is presented in Fig. 2. The 
parameter values in this example are: ys - yp = 1.4, 
MW./MW, = 14.5, TJT^ = 0.25, Mpl = 3.0, Apl/Am3 = 
0.1, and RE = 0.8. These values are typical of those en­
countered when using heated hydrogen as the primary stream 
and ambient air as the secondary, as might occur in various 
combustion system applications employing ejectors. This 
figure is a two-dimensional projection of the three-
dimensional operating surface presented in Fig. 2 of Dutton 
and Carroll (1986) onto the Ws/Wp - P^/P^ plane; in this 
case, the solution surface cannot be shown in the third 
Pmi/Pos dimension since mixed exit flow solutions do not exist 
for mass flow ratios above the exit choking curve. Clearly, 
over the range of parameters shown, the exit choking criterion 
acts to significantly reduce the entrained mass flow ratio from 
what would be expected based on the inlet choking condition 
alone. Thus, the exit choking criterion is an additional con­
straint that must be considered in the design and optimization 
of ejector systems when the applicable range of operating 
parameters and gas properties warrants. 

The three-dimensional operating surface for an ejector con­
strained by exit choking is qualitatively similar to that for inlet 
choking except that the breakoff curve between regimes is 
determined from the condition that Mm3 = 1.0 instead of Ms2 
= 1.0 or Msi = 1.0 as in the "supersonic" or "saturated 
supersonic" regimes of the more common inlet choked case. 
For exit choking, however, there is only one regime for which 
the mass entrainment ratio is independent of the compression 
ratio, since the analysis predicts that the mixed flow is always 
choked at exit location 3 instead of inlet station 1 or 
aerodynamic throat location 2. 

It is to be emphasized that none of the previous analyses or 
results are invalidated by this finding of the mixed flow chok­
ing phenomenon. When exit choking occurs, results cannot 

even be presented for operating points above the breakoff 
curve, since exit flow solutions cannot be found for these 
cases. The basic flow model must simply be extended, as 
described here, to be able to analyze ejector operation under 
these conditions. 

Optimization Results 
The flow model extensions discussed in the previous section 

have been incorporated in the previously developed optimiza­
tion computer program, with the resulting code named 
CAEOPT3. The solution methodology used by CAEOPT3 is 
described in detail in Dutton and Carroll (1986). Briefly, given 
ys> yP> MWs/MWp, T0s/T0p, and RE, the program generates 
design curves that determine the primary nozzle Mach 
number, M^j, and area ratio, Api/Am3, for optimization of 
either Ws/Wp, P0p/P0s, or Pm3/P0s, knowing the values of the 
other two ratios. The duct exit stagnation pressure ratio or the 
diffuser exit static or stagnation pressure ratios, Po,„3/Pos, 
Pmt/Pos* o r Pom^Pos' respectively, may also be used as the 
characteristic compression ratios. However, to avoid making 
assumptions about the diffuser geometry, all results presented 
here will be in terms of Pm3/Po,-

A series of optimization diagrams is shown in Figs. 
3(a)-(c) for the same gas properties, stagnation temperature 
ratio, and pressure recovery coefficient used in Fig. 2: 7̂  = yp 
= 1.4, MWs/MWp = 14.5, Tos/Top = 0.25, and RE = 0.8. 
The optimized solutions are presented for compression ratios 
in the range 0.5 < Pm3/P0s < 2, entrainment ratios in the 
range 0.5 < Ws/Wp < 4, and stagnation pressure ratios rang­
ing from 1 < P0p/POs < 100. All optimization points in these 
figures are breakoff points, and for the parameters in­
vestigated here all of the points are constrained by exit chok­
ing rather than Fabri inlet choking. The key plot in the series is 
Fig. 3(a) where the performance parameters P0p/Pos, Pmi/pos> 
and Ws/Wp are presented. Entering this figure with any two 
of these quantities, the optimized value of the third can be 
determined. Then with P^/P^ and Ws/Wp known, the 
values of MpX and Apl/Am3 required to achieve this optimum 
performance can be found from Figs. 3(b) and (c), 
respectively. 

Comparing these results for exit choking to those for a 
similar inlet choked case with MWs/MWp = Tas/TQp = 1.0 
and all other parameters the same (Dutton and Carroll, 1986), 
one apparent conclusion is that the entrainment ratios possible 
in the present case are higher, 0.5 < Ws/Wp < 4, than those 
of the previous results, 0.5 < Ws/Wp < 2.5, all other factors 
being equal. However, on a "reduced" mass flow basis, i.e. 
accounting for the differences in molecular weight and stagna­
tion temperature ratios, the performance of the current exit 
choking case is actually quite poor. The mass flow ratio range 
for the exit choked case shown in Fig. 3 corresponds to a 
reduced flow ratio range of: 0.066 < (Ws/Wp)( T^/T^)U2/ 
(MWs/MWp)

U2 < 0.53. This degradation of performance on 
a reduced basis is a direct result of the fact that exit choking 
lowers the breakoff entrainment ratio below that which is ex­
pected on the basis of Fabri inlet choking, as demonstrated in 
Fig. 2. 

The qualitative parametric trends, and even the magnitudes, 
exhibited in Fig. 3 are quite similar to those of previous op­
timization cases constrained by inlet choking. One exception is 
that the shapes of the constant Ws/Wp curves on both the 
Pop/Pos ~ Pmi/Pos a n d Mpi - Pm3/pos figures for the smaller 
values of Ws/Wp are concave downward for the present 
results, Figs. 3(a) and (b), in contrast to the previous cases. In 
addition, these curves are flatter and even rise slightly for the 
larger Pm3/Pft5 values for the Apl/Am3 - Pm3/P0s plot, Fig. 
3(c), as compared to inlet choking results. However, these dif­
ferences in shape are not unexpected since exit choking is the 
phenomenon governing breakoff for the current case. 
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Fig. 3 Optimized ejector design curves for ys = yp = 1.4, MWs/MWp 

= 14.5, T0s/T0p = 0.25, and RE = 0.8: (a) performance variables, (a) 
primary Mach number, (c) area ratio 

Another interesting feature of these results, which is not 
shown in the figures, is the fact that the inlet static pressure 
ratio for the optimum cases presented is always very nearly 
unity. In fact, for the entire range of cases considered in Fig. 
3, this parameter varies only over the narrow range 0.94 < 
Psi/Ppi < 1-03. This result was also previously found for 
ejectors constrained by inlet choking and is fortuitous since 
ratios far different from unity indicate incipient separation of 
one of the streams at the inlet with resultant poor 
performance. 

Conclusions 
A technique that was previously developed to determine op­

timized ejector performance and designs for a large class of 
practical problems has been extended to include the 
phenomenon of mixed flow exit choking. This phenomenon 
occurs for relatively extreme combinations of molecular 
weight and stagnation temperature ratios and acts to reduce 

ejector performance over that which is expected based on the 
well known Fabri inlet choking criterion. 
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Fig. 3 Optimized ejector design curves for ys = yp = 1.4, MWs/MWp 

= 14.5, T0s/T0p = 0.25, and RE = 0.8: (a) performance variables, (a) 
primary Mach number, (c) area ratio 
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1 Introduction 
The parallel plate passage geometry [1] is attractive because 

it offers a high fully developed Nusselt number and high Stan­
ton number friction factor ratio [2]. Compact gas-to-gas ex­
changers require small Reynolds numbers and laminar flow. 
Exact solutions are known for the fully developed laminar 
velocity profile. For most applications [2], more than one 
transfer unit (length/width) is necessary giving fully developed 
flow at exit but developing flow over much of the passage. 

Three approaches to solving the Navier-Stokes equations 
for this geometry have been used. Simplify the equations and 
solve with exact boundary conditions [3], or simplify the 
boundary conditions and solve the equations numerically [4], 
or simplify both equations and boundary conditions [5]. In 
most of these studies, the velocity distribution was considered 
as uniform at the entrance to the passage. In fact, if the veloci­
ty distribution and pressure gradients were required near the 
entrance region, realistic boundary conditions of uniform 
velocity distribution far upstream must be used. 

In this paper we describe the results of a numerical study of 
the developing flow in the entrance region of a cascade of 
parallel horizontal plates. The flow has been assumed to be 
uniform at upstream infinity. Extrapolation to zero mesh size 
[6] has been used to reduce the effect of discretization errors. 
The Fanning friction factor/for this type of compact heat ex­
changer will be greater than its fully developed value / „ by an 
amount depending on the fully developed incremental 
pressure drop number K{po) [7] and the values of K(ca) are 
presented in the present work for a range of Reynolds number. 

2 Theory and Method of Solution 
Consider the steady laminar, two-dimensional flow through 

a cascade of parallel horizontal plates of an incompressible 
Newtonian fluid. As indicated in Fig. 1, the free stream veloci­
ty K„ is uniform far upstream from the channel entrance and 
far downstream, the flow becomes fully developed. Dimen-
sionless Cartesian coordinates x, y are chosen which make the 
plate spacing unity. This system of axes is convenient in setting 
up the solution field and marching the iterative procedure. 

The stream function \j/ and vorticity f are defined by 

dy ox 

where u, v are velocity components in the x, y directions. 
The nondimensional governing equations for vorticity and 

stream function derived from the Navier-Stokes equations are 

9f d d 1 / 32f 32f\ 

i=-^ (Mf)-^ (yf )+w(^+^) (2) 

u = - and 
dv du 

^~~dx~~dy' (1) 

and 

d2^ d2^ 

to2 dy2 = - r (3) 

Figure 1 shows the region ABCDE within which these equa­
tions were solved. The solution region is extended to infinity in 
both upstream and downstream directions from the entrance 

UNIFORM STREAM 

F - y - - V ^ -
--V--

SOLUTION REGION-1 

Fig. 1 Boundary conditions and solution region for parallel plate 
cascade 

of the channels. On section AE, uniform flow was imposed: 
u = 0; v= 1; f =0 . Since the solution region represents the up­
per half of a channel formed by two parallel horizontal plates, 
the boundary conditions on sections AB and DE are: u = Q; 
dv/dx = 0; f=0 . The velocities are zero on section BC, the 
stream function is constant, and the vorticity is determined by 
the second-order formula [8]: 

& = 3 ( *„ - * , ) / # - f t / 2 (4) 
where 1 denotes the mesh point next to the plates and h is the 
mesh size. 

Stretched coordinates were used both upstream and 
downstream of the entrance to provide a more suitable 
distribution of computational grid points and to take into ac­
count points at infinity. The following dimensionless 
downstream transformation function was chosen as it closely 
represents the downstream decay [9]. It was also used with ap­
propriate sign changes upstream. 

Re i yT = —-In 1 

\-y, 
(5) 

A number of changes were introduced into the governing 
equations: (i) the elliptic equation (3) is converted into a 
parabolic one which can be solved by a marching technique; 
and (ii) different coefficients are inserted into the time 
derivatives of the equations so that the time rates of change of 
f and i/ can be controlled separately [10], [11]. The equations 
were then discretized with finite differences and solved by the 
ADI method. The "QUICK" scheme [12] was used to provide 
a more accurate and stable approximation to the streamwise 
advection term in the momentum equation. Forward dif­
ferences were used for the time derivatives and central dif­
ferences for other space derivatives. 

3 Results and Discussion 

Computations were carried out for Reynolds number rang­
ing from 40 to 2000 on three mesh systems: 6 x 4 1 ; 11x81; 
and 21 x 161. For a 21 x 161 mesh, the solution takes about 4 
hours to converge starting from rest on a Pyramid 90 x . The 
incremental pressure drop number K was obtained by the 
Richardson's extrapolation to zero mesh size using the solu­
tion of the finite difference equations for three mesh sizes. The 
following extrapolation formula was derived from [6] 

K=K, 
21 

(6) 

where K3 is the value of K at the smallest mesh size, etc... It 
should be noted that the above formula is valid only for grids 
formed by successive mesh doubling, only for numerical 
methods which are uniformly second-order accurate, and for 
very tight iterative convergence. Flow fields, heat transfer 
results and effects of the plate thickness can be found in [10] 
and [11]. 

In Fig. 2, the fully developed incremental pressure drop 
number K(oo) is plotted against h2 for the whole range of 
Reynolds numbers, with the extrapolated values shown on the 
vertical axis. It is seen that K(a°) drops quickly as Re increases 
and the curves tend to collapse into one at high Re. The 
dependence of ^(0°) on the mesh size is quite apparent from 
the curvature of these constant Re lines. Extrapolation to zero 
mesh size, therefore, eliminates this dependence and offers far 
more accurate results. 

Figure 3 shows the variation of K(y) with y, the distance 
from the entrance, for Re of 40, 100 and 2000. The "pressure 
drop" entrance length LK, defined as the channel length at 
which K(y) reaches 99 percent of its fully-developed value, 
can be calculated from LK/Dh =0.01378 Re to within 1 per­
cent of the results presented here. 
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Fig. 2 Extrapolation o< fully developed incremental pressure drop 
number K(oo) to zero mesh size, h 

Numerically determined values of the fully developed in­
cremental pressure drop number #(00) are tabulated to four 
significant figures in Table 1 for various Re and mesh sizes. 
The extrapolated values of K(oo) are also presented graphical­
ly against 1/Re in Fig. 4 and the following correlation approx­
imates the data to within 1 percent. 

A"(°o) = 0.6779 + 4.5914 (7) 

It should be noted that Re is based on the hydraulic 
diameter Dh = 2H. 

The three point extrapolation to zero mesh size in Table 1 
reduces but does not eliminate discretization error. An indica­
tion of the remaining discretization error may be had by com­
paring two point and three point extrapolation [6]. Two point 
extrapolation using the smallest meshes gave values between 
1.4xl0 -3 and 2.9xl0"3 greater than three points. The 
largest difference for Re = 60 was 0.39 percent. It is believed 
that the residual discretization error in K(o°) is less than 0.39 
percent. 

Shah and London [7] after detailed consideration of a large 
number of approximate solutions, recommended 0.674 for 
#(00) at large Reynolds numbers. This is only 0.58 percent less 
than the value given by the above correlating equation. The 
Lundgren et al. [13] value of 0.686, recommended in [1], is a 
useful approximation to the correlation for the practical range 
of Re from 100 to 1000. In practical parallel plate exchangers, 
finite plate thickness [10] will give higher values of A"(°°)-

4 Concluding Remarks 
We have used a numerical model based on the ADI and 

QUICK methods to obtain values of the incremental pressure 
drop number in the entrance region of parallel-plate heat ex­
changers. A uniform velocity profile was assumed at upstream 
infinity and a fully developed flow downstream infinity. 
Numerical predictions of K were obtained and extrapolated to 
zero mesh size for Reynolds number in the range 40-2000. 
Values of K, to four decimal digits, were presented in both 
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Fig. 3 Dependence of incremental pressure drop number for the wall 
K(y) on dimensionless distance from the passage entrance y/(2H Re) 

1/Re 

Fig. 4 Linear least squares fit of fully developed incremental pressure 
drop number K(o>) to reciprocal of Reynolds number 1/Re 

Table 1 Incremental pressure drop number K(oo) 
Re 

40 
60 
80 

100 
150 
200 
300 
600 

1000 
2000 

6x41 

0.8414 
0.7927 
0.7681 
0.7544 
0.7387 
0.7327 
0.7280 
0.7252 
0.7246 
0.7244 

11x81 

0.8213 
0.7798 
0.7587 
0.7454 
0.7273 
0.7186 
0.7111 
0.7059 
0.7047 
0.7042 

21X161 

0.8037 
0.7613 
0.7415 
0.7300 
0.7150 
0.7073 
0.6992 
0.6918 
0.6897 
0.6888 

Extrapolated 

0.7954 
0.7522 
0.7329 
0.7224 
0.7091 
0.7020 
0.6938 
0.6853 
0.6828 
0.6817 

graphical and tabular forms. Correlations for AX00) v/s 1/Re 
and the pressure drop entrance length LK/Dh v/s Re are also 
presented with errors of less than 1 percent of the predicted 
results. 
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Theoretical Calculations of the Flow Around a 
Rotating Circular Cylinder Placed in a Uniform Flow 

Taha K. Aldoss1 and Awad Mansour2 

The rotation of a circular cylinder placed in a uniform flow is 
assumed to add a circulation to the flow around the cylinder 
proportional to the product of the angular velocity of the 
cylinder and the front area between upper and lower separa­
tion points. Adding the velocity due to this induced circulation 
to the base velocity distribution of the non-rotating cylinder 
the new velocity distribution on the rotating cylinder is 
formed. Thwaites' method is then used to calculate the 
laminar boundary layer on the upper and on the lower sides of 
the cylinder. The stagnation point, and the upper and lower 
separation points are also calculated at different values of 
rotational speed. The calculated lift and drag coefficients 
using a linear pressure distribution on the wake part of the 
cylinder with the calculated pressure distribution on the front 
part between the two separation points show the same trend as 
the measured values. The torque coefficient is also calculated 
to estimate the necessary power required to rotate the cylinder 
to produce the needed lift. 

Nomenclature 
CD = dimensionless drag coefficients, 2FD/pV2 DA 
CL = dimensionless lift coefficient, TFJpV^ DA 
CP - dimensionless pressure coeffient, P/VipV%, 
CT = dimensionless torque coefficient, IT/p V£ D2 

D = cylinder diameter 
FD = drag force 
FL = lift force 
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P = static pressure 
R = cylinder radius 
S = distance along the cylinder contour 
T = torque 

VR = rotational speed ratio, Q.R/V^ 
V = velocity distribution on the cylinder 

Vb = base velocity distribution of non-rotating cylinder 
Vn = free stream velocity 

<f> = dimensionless arc distance S/R 
0 = angular velocity of the cylinder 
v = kinematic viscosity of fluid 
T = Induced circulation 

Subscripts 
/ = on the lower attached side of the cylinder 

51 = at the upper separation point 
52 = at the lower separation point 
ST = at the stagnation point 

u = on the upper attached side of the cylinder 
w = on the wake side of the cylinder 

Introduction 
In addition to its academic interest, the flow around a 

rotating cylinder placed in a uniform stream has found many 
engineering and industrial applications, e.g., Flettner rotors 
[1]. One of the most important applications is moving surfaces 
used to control the boundary layer flows [2]. 

Although there are some experimental measurements of lift 
and drag on a rotating cylinder available in the literature [3-6] 
no theoretical investigations seem to have been done on this 
subject. 

The purpose of this paper is to present a new theory to 
theoretically calculate the lift, drag and torque coefficient as a 
function of the rotational speed ratio of the rotating circular 
cylinder. 

Mathematical Modeling and Analysis 
The flow around a circular cylinder which is placed in a 

uniform flow will stay attached to the cylinder surface until a 
certain point at which the flow will separate from the surface 
of the cylinder. These points are called the separation points. 
If the cylinder is rotated the velocity of the flow around the 
cylinder will be altered and it increases in the region where the 
flow is in the same direction of the rotation and decreases in 
the regions where the flow is in the opposite direction of the 
rotation. This will create asymmetry in the velocity distribu­
tion around the rotating cylinder which will lead to asymmetry 
in the pressure distribution too, which results in a side force 
called lift. This phenomena is called the Magnus effect. The 
stagnation point and the two separation points are also ex­
pected to move from their original positions of the non-
rotating case. 

The new velocity distribution around the rotating cylinder is 
thus because of the cylinder rotation. The no-slip condition 
between the front part of the cylinder i.e., the area between 
the two separation points, and the fluid attached to it is be­
lieved to be responsible for transferring the rotational motion 
of the cylinder surface to the fluid. This rotational motion 
transferred to the fluid is what is called the circulation, T, and 
it is assumed to be proportional to the product of the angular 
velocity and the front area of the cylinder, between the two 
separation points as described in the following equation: 

r = (*„ + <!>s2)xRxQ.R (1) 
where <j>sl, and 4>sl, are the upper and lower separation points, 
respectively, and Q.R is the speed of the cylinder surface. 

To check the validity of the above assumption, the lift pro­
duced by this amount of circulation is calculated using the for­
mula (L = pTVaA, and compared with the one measured by 
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Rotating Circular Cylinder Placed in a Uniform Flow 

Taha K. Aldoss1 and Awad Mansour2 

The rotation of a circular cylinder placed in a uniform flow is 
assumed to add a circulation to the flow around the cylinder 
proportional to the product of the angular velocity of the 
cylinder and the front area between upper and lower separa­
tion points. Adding the velocity due to this induced circulation 
to the base velocity distribution of the non-rotating cylinder 
the new velocity distribution on the rotating cylinder is 
formed. Thwaites' method is then used to calculate the 
laminar boundary layer on the upper and on the lower sides of 
the cylinder. The stagnation point, and the upper and lower 
separation points are also calculated at different values of 
rotational speed. The calculated lift and drag coefficients 
using a linear pressure distribution on the wake part of the 
cylinder with the calculated pressure distribution on the front 
part between the two separation points show the same trend as 
the measured values. The torque coefficient is also calculated 
to estimate the necessary power required to rotate the cylinder 
to produce the needed lift. 

Nomenclature 
CD = dimensionless drag coefficients, 2FD/pV2 DA 
CL = dimensionless lift coefficient, TFJpV^ DA 
CP - dimensionless pressure coeffient, P/VipV%, 
CT = dimensionless torque coefficient, IT/p V£ D2 

D = cylinder diameter 
FD = drag force 
FL = lift force 
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P = static pressure 
R = cylinder radius 
S = distance along the cylinder contour 
T = torque 

VR = rotational speed ratio, Q.R/V^ 
V = velocity distribution on the cylinder 

Vb = base velocity distribution of non-rotating cylinder 
Vn = free stream velocity 

<f> = dimensionless arc distance S/R 
0 = angular velocity of the cylinder 
v = kinematic viscosity of fluid 
T = Induced circulation 

Subscripts 
/ = on the lower attached side of the cylinder 

51 = at the upper separation point 
52 = at the lower separation point 
ST = at the stagnation point 

u = on the upper attached side of the cylinder 
w = on the wake side of the cylinder 

Introduction 
In addition to its academic interest, the flow around a 

rotating cylinder placed in a uniform stream has found many 
engineering and industrial applications, e.g., Flettner rotors 
[1]. One of the most important applications is moving surfaces 
used to control the boundary layer flows [2]. 

Although there are some experimental measurements of lift 
and drag on a rotating cylinder available in the literature [3-6] 
no theoretical investigations seem to have been done on this 
subject. 

The purpose of this paper is to present a new theory to 
theoretically calculate the lift, drag and torque coefficient as a 
function of the rotational speed ratio of the rotating circular 
cylinder. 

Mathematical Modeling and Analysis 
The flow around a circular cylinder which is placed in a 

uniform flow will stay attached to the cylinder surface until a 
certain point at which the flow will separate from the surface 
of the cylinder. These points are called the separation points. 
If the cylinder is rotated the velocity of the flow around the 
cylinder will be altered and it increases in the region where the 
flow is in the same direction of the rotation and decreases in 
the regions where the flow is in the opposite direction of the 
rotation. This will create asymmetry in the velocity distribu­
tion around the rotating cylinder which will lead to asymmetry 
in the pressure distribution too, which results in a side force 
called lift. This phenomena is called the Magnus effect. The 
stagnation point and the two separation points are also ex­
pected to move from their original positions of the non-
rotating case. 

The new velocity distribution around the rotating cylinder is 
thus because of the cylinder rotation. The no-slip condition 
between the front part of the cylinder i.e., the area between 
the two separation points, and the fluid attached to it is be­
lieved to be responsible for transferring the rotational motion 
of the cylinder surface to the fluid. This rotational motion 
transferred to the fluid is what is called the circulation, T, and 
it is assumed to be proportional to the product of the angular 
velocity and the front area of the cylinder, between the two 
separation points as described in the following equation: 

r = (*„ + <!>s2)xRxQ.R (1) 
where <j>sl, and 4>sl, are the upper and lower separation points, 
respectively, and Q.R is the speed of the cylinder surface. 

To check the validity of the above assumption, the lift pro­
duced by this amount of circulation is calculated using the for­
mula (L = pTVaA, and compared with the one measured by 
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Rouse [5] and Prandtl [4]. The calculated result is found to be 
comparable with the measurements. The maximum lift coeffi­
cient due to the above assumed circulation using the above 
equation (L = pV K„) was 10.0 compared with 9.0 by Rouse ex­
periment and 10.0 by Prandtl experiment, where a pair of end 
disks were made to rotate with the cylinder. 

Now, part of this induced circulation (equation (1)) will 
work to alter the base velocity distribution of the fluid on the 
front part of the circular cylinder in proportion to the ratio of 
the area between the separation points and the total area of the 
cylinder. The remainder part of the circulation will contribute 
to the shed vortices behind the cylinder. Thus the velocity 
distribution at the upper side i.e., from the stagnation point 
until the upper stagnation point and at the lower side i.e., 
from the stagnation point until the lower stagnation point, of 
the rotating circular cylinder Vu and VL, respectively, can be 
calculated in dimensionless form as follows 

and 

Vu/Vm = Vb/Va + VR(<t>sX + <f>s2)/2ic (2a) 

Vl/Vx = Vb/V„-VR(<t>sl+<l>s2)/2Tr (2b) 

where Vb is the base velocity distribution on a nonrotating 
cylinder and VR is the rotational speed ratio, Q.R/V^. The 
stagnation point at different values of VR is calculated by set­
ting any of the above velocities equal to zero. Once the stagna­
tion point is determined, each side, the upper side from the 
stagnation point 4>sT to the upper separation point <f>sl, and the 
lower side from the stagnation point to the lower separation 
point <j>s2 (see Fig. 1) is treated separately. Knowing the veloc­
ity distribution and its derivative at each side, Thwaites' ap­
proximate method (see Schlichting [2]), is used to calculate the 
laminar boundary layer developed on these sides of the 
cylinder. A two dimensional incompressible flow is assumed. 

The separation points are determined where shear stress 
vanishes. The calculated separation points are used to deter­
mine the new velocity distributions for the next VR step using 
equations (2a) and (2b). The known 0 s l and <j>s2 of the 
nonrotating cylinder were used for the first step of calculation. 
Also the actual velocity distribution measured by Hiemenz [7] 
was used as the base velocity distribution of the non-rotating 
cylinder as follows: 

F6/KOO = 1.814<A-O.27103-O.O471^5 

where <t> = 
R 

(3) 

-, the dimensionless arc length along the surface 

of the cylinder, measured from the stagnation point. 
The pressure distribution on the front parts of the cylinder 

is calculated from Bernoulli equation as follows: 

CP„ = 1 - ( F „ / F J 2 , CP,= 1 - ( V K J 2 (4) 

The values of the pressure coefficient at the separated values 
CPsi and CPs2 are calculated from equation (4) evaluated at 
4> = 4>s\

 a n d at 0 = 0s2. respectively. 
To calculate the forces on the rotating circular cylinder, the 

pressure distribution in the wake part of the cylinder is still to 
be known. No measurements, or calculations of the pressure 
in the wake region of a rotating circular cylinder placed in a 
uniform flow exist up to the knowledge of the authors. 
However, the wake pressure distribution of the non-rotating 
cylinder is well known at different Reynolds numbers, Achen-
bach [8], where the pressure distribution at the wake region is 
found to be constant and it has the value of the pressure at the 
separation points. Since in the rotating circular cylinder the 
pressures at the upper and at the lower separation points take 
different values, the most appropriate assumption of the 
pressure in the wake region could be the linear distribution 
between the two values at the separation points as follows: 

Fig. 1 Schematic diagram of a rotating cylinder in a uniform flow with 
the assumed wake linear pressure distribution 

0.0 1.0 2.0 3.'0 4.'0 

Rotational Speed Ratio, V 

CPs2 - CPsl 
CP» = / A (» " *.i) + cpsi 

<PS2 ~ <Psl 

(5) 

Fig. 2 The variation of the stagnation point, <AsT, the upper separation 
point, <f>s1, and the lower separation point, 4>s2 with rotational speed 
ratio, VR 

where CPW is the pressure coefficient on the wake part of the 
cylinder, (see Fig. 1). 

Knowing the pressure distribution around the whole surface 
of the cylinder, the lift, drag and torque coefficients can be 
calculated and compared with the experimental findings. 

Results and Discussion 
A computer program has been constructed to perform the 

necessary calculations to determine the locations of the 
stagnation point, upper and lower separation points at each 
rotational speed ratio. An increment of 0.05 in VR is used 
starting from the known solution of the nonrotating circular 
cylinder. The calculation proceeds till the lower stagnation 
point deattachment from the circular cylinder surface occurs 
i.e., when the location of the lower separation point coincides 
with the stagnation point. This occurs at VR = 3.8. The forces 
on the cylinder is calculated from the calculated pressure 
distribution around the cylinder surface, where the assumed 
linear pressure distribution in the wake region is used each 
time. The lift, drag and torque coefficients are then calculated 
and compared with the available experimental results. In Fig. 
2 the variation of the location of the stagnation point, the up­
per separation point and the lower separation point is plotted 
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Fig. 3 The lift, drag and torque coefficients versus the rotational speed 
ratio, present theory and the other experiments • Betz: with end disks 
[4], a Reid: without end disks [3], O Rouse (6), n Betz: without end disks 
[4], —present theory, CL,CD, + + present theory, CT . 

against the rotational speed ratio. The upper separation point 
moves downstream and the lower separation point moves 
upstream with increasing rotational speed. The rate of change 
in the location of the lower separation point with VR is larger 
than that of the upper separation point, however both vary at 
low rate. On the other hand the stagnation point moves 
downstream with increasing rotational speed but at higher rate 
compared with the upper and lower separation points. It 
reaches its minimum value at 0 = 71.2 degrees where it meets 
the lower stagnation point, after which the stagnation point 
deattached from the cylinder surface and the present 
theoretical model breaks down. The value of the rotational 
speed ratio where the deattachment occurs was =3.8. At this 
velocity the upper separation point reaches the value of 84 
deg. 

Figure 3 shows a comparison between the present calcula­
tions and the experimental results of the variation of the lift 
and drag coefficients with the rotational speed ratio. A lot of 
discrepancies between the available experimental results are 
found because the experiments were executed at different con­
ditions, some with and some without end disks and at dif­
ferent aspect ratios. Anyhow the present calculations seem to 
predict the general behavior of the CL and CD variation with 
VR and at the same time they are not that far from the ex­
perimental findings. More adequate experiments are needed 
for better comparison. 

To complete the information the torque coefficient varia­
tion with the rotational speed ratio is presented in Fig. 3. The 
torque required to rotate a circular cylinder increases with in­
creasing angular velocity of the cylinder. 

Conclusions 
A simple theory by which the lift coefficient, drag coeffi­

cient and torque coefficient of a rotating circular cylinder 
placed in a uniform flow is suggested. It is assumed that the 
flow velocity in the front side of the cylinder, i.e., the area be­
tween the two separation points, is equal to the base velocity 
of nonrotating circular cylinder and the part contributed from 
the circulation introduced because of the cylinder rotation. It 
is also assumed that the pressure in the wake side of the 

cylinder assumes a linear distribution between the two values 
of the pressure at the two separation points. The calculated 
results using the present theory show the same trend as the 
available experiments. The calculated values are found to lie 
between the experimental results. 
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Eddy Viscosity Distributions Through the Transition of 
an Incompressible Free Jet 

S. Emami1, G. Morrison1, and G. Tatterson1 

Nomenclature 

A = constant 
a = virtual origin of the jet 
E = reduced kinematic eddy viscosity, defined by equa­

tion (2) 
D = jet diameter at exit, nozzle diameter at exit 
R = radial distance across the jet from the centerline 
r = radial component 

U = jet exit velocity 
Ux = axial velocity 

Uxc = centerline axial velocity 
(J,. = radial velocity 

urux = Reynolds stress component 
X = axial distance downstream along the jet centerline 
x = axial component 

eT = turbulent kinematic eddy viscosity 
v = thermodynamic kinematic eddy viscosity 

Introduction 
Most theoretical analyses of the transition from laminar to 

turbulent flow in a free jet are based on instability theory. The 
theory hypothesizes that a small disturbance causes an in­
stability in laminar boundary layers. Once the transition 
Reynolds number is met or exceeded, the transition from 
laminar to turbulent flow begins. Initially, the transitional jet 
is laminar with a potential core. As the flow proceeds, a shear 
layer develops around the jet and the onset of turbulence oc­
curs. Normally, once the transition begins, it continues until 
the jet becomes fully turbulent. 
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against the rotational speed ratio. The upper separation point 
moves downstream and the lower separation point moves 
upstream with increasing rotational speed. The rate of change 
in the location of the lower separation point with VR is larger 
than that of the upper separation point, however both vary at 
low rate. On the other hand the stagnation point moves 
downstream with increasing rotational speed but at higher rate 
compared with the upper and lower separation points. It 
reaches its minimum value at 0 = 71.2 degrees where it meets 
the lower stagnation point, after which the stagnation point 
deattached from the cylinder surface and the present 
theoretical model breaks down. The value of the rotational 
speed ratio where the deattachment occurs was =3.8. At this 
velocity the upper separation point reaches the value of 84 
deg. 

Figure 3 shows a comparison between the present calcula­
tions and the experimental results of the variation of the lift 
and drag coefficients with the rotational speed ratio. A lot of 
discrepancies between the available experimental results are 
found because the experiments were executed at different con­
ditions, some with and some without end disks and at dif­
ferent aspect ratios. Anyhow the present calculations seem to 
predict the general behavior of the CL and CD variation with 
VR and at the same time they are not that far from the ex­
perimental findings. More adequate experiments are needed 
for better comparison. 

To complete the information the torque coefficient varia­
tion with the rotational speed ratio is presented in Fig. 3. The 
torque required to rotate a circular cylinder increases with in­
creasing angular velocity of the cylinder. 

Conclusions 
A simple theory by which the lift coefficient, drag coeffi­

cient and torque coefficient of a rotating circular cylinder 
placed in a uniform flow is suggested. It is assumed that the 
flow velocity in the front side of the cylinder, i.e., the area be­
tween the two separation points, is equal to the base velocity 
of nonrotating circular cylinder and the part contributed from 
the circulation introduced because of the cylinder rotation. It 
is also assumed that the pressure in the wake side of the 

cylinder assumes a linear distribution between the two values 
of the pressure at the two separation points. The calculated 
results using the present theory show the same trend as the 
available experiments. The calculated values are found to lie 
between the experimental results. 
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A = constant 
a = virtual origin of the jet 
E = reduced kinematic eddy viscosity, defined by equa­

tion (2) 
D = jet diameter at exit, nozzle diameter at exit 
R = radial distance across the jet from the centerline 
r = radial component 

U = jet exit velocity 
Ux = axial velocity 

Uxc = centerline axial velocity 
(J,. = radial velocity 

urux = Reynolds stress component 
X = axial distance downstream along the jet centerline 
x = axial component 

eT = turbulent kinematic eddy viscosity 
v = thermodynamic kinematic eddy viscosity 

Introduction 
Most theoretical analyses of the transition from laminar to 

turbulent flow in a free jet are based on instability theory. The 
theory hypothesizes that a small disturbance causes an in­
stability in laminar boundary layers. Once the transition 
Reynolds number is met or exceeded, the transition from 
laminar to turbulent flow begins. Initially, the transitional jet 
is laminar with a potential core. As the flow proceeds, a shear 
layer develops around the jet and the onset of turbulence oc­
curs. Normally, once the transition begins, it continues until 
the jet becomes fully turbulent. 
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There are many ways to study and describe the transition of 
a free jet. One description is based on the use of eddy viscos­
ity. Previous work is available for comparison. Page and Hill 
[1], for example, report eddy viscosities. 

There are several Reynolds numbers which can be defined. 
One is the jet Reynolds number, UD/v, which is based on the 
jet exit velocity, U, and diameter, D. For this work, this 
Reynolds number was 45,000 at a Mach number of 0.15. 
Another Reynolds number, UxcX/v, is based on the jet local 
centerline velocity, Uxc, and the axial distance, X, from the jet 
exit. This Reynolds number is called the length Reynolds 
number. 

Objectives 
The first objective of this study was to obtain eddy viscosity 

distributions as a function of radial and axial positions in the 
jet. Such data are helpful in understanding the mechanism of 
transition. The second objective was to obtain radially aver­
aged eddy viscosity as a function of length Reynolds number, 
UxcX/v, and compare the results to that of Page and Hill [1]. 

Experimental Procedures and Facility 
The experiments were performed in a free jet test facility in 

which a round, axisymmetric jet of air, 12.5 mm diameter, 
was exhausted at atmospheric pressure into a large anechoic 
chamber. The Mach number for the jet was 0.15. To form the 
jet, the flow was accelerated through a nozzle whose contour 
was described by a third order polynomial. The contraction 
ratio for the nozzle was 100 to 1. The hot-wire probes were 
operated by a four channel TSI model 1050 anemometer 
system. A four degree of freedom probe drive (three linear 
traverses and one rotational mode) was used to position the 
probe. The rotational degree of freedom was for yawing the 
crossed hot-wire probe for calibration. 

Detailed measurements in the mixing layer of the flow field 
were made using a crossed hot wire. The local mean jet veloc­
ity and two instantaneous signals, proportional to the axial 
and radial velocity fluctuations, respectively, were obtained. 
These two fluctuation signals were decomposed using techni­
ques by Horstman and Rose [2] and Johnson and Rose [3]. 
The resulting signals were correlated and time averaged to ob­
tain the local Reynolds stresses throughout the flow field. The 
uncertainty in all the measurements was ±7 percent. From the 
Reynolds stresses and the mean velocity gradients, eddy 
viscosity distributions were obtained throughout the flow as 
well, as shown in Fig. 1. 

In this work, kinematic eddy viscosity was defined in the 
traditional way as: 

-urux = eT(-
V dx 

dU, 
dr * ) (1) 

and was calculated using equation (1). Since the eddy viscosity 
distributions were obtained, it was possible to average over the 

Dimensionless 
Radial Distance 0 

R/D 

Dimensionless Axial Distance 
X/D 

Fig. 1 Contours of the ratio of eddy viscosity to the molecular viscos­
ity, tfh, at M = 0.15 and a jet Reynolds number of (UDh) = 45,000 at 25°C 

jet radius to obtain an average radial eddy viscosity. These ed­
dy viscosities were divided by the jet local centerline velocity, 
Uxc, and the distance from the origin of the jet to obtain a 
dimensionless viscosity, E. 

E= (\eTdr/\dr)/UxcX (2) 
The averages for the dimensionless eddy viscosity were ob­
tained for every 0.25X/D position starting at the jet exit up to 
about X/D = 5 then every 0.50 X/D up to X/D= 10. This 
dimensionless viscosity was a function of the length Reynolds 
number and the jet exit Reynolds number (Fig. 2). The uncer­
tainty in E was estimated to be ±10 percent. This value was 
relatively difficult to determine since integration in equation 
(2) tended to average out random errors. Furthermore, the 
turbulent nature of the jet caused spread in the data because of 
the turbulence which can be larger than the uncertainty in the 
measurements. 

Results and Conclusions 
Centerline Velocity. The centerline velocity data for the 

fully turbulent portion of the jet in this experiment can be 
modeled as: 

Uxc/U=AD/(X+a) (3) 

where the constant, A, is a function of the jet strength and tur­
bulent kinematic eddy viscosity and the ratio, a/D, is a func­
tion of spread rate of the jet. The constant, A, was evaluated 
at the centerline of the jet at the beginning of the fully tur­
bulent region where eT/c = 400 and was found to be 10.27 in 
this work. The ratio a/D was found to be equal to 1.98. In 
equation (3), the jet nozzle diameter is D and a is the virtual 
origin of the jet. 

Eddy Viscosity Distributions. An example is shown in Fig. 
1 of the eddy viscosity contours in which D is the exit diameter 
of the jet, R is the radial distance from the jet centerline and X 
is the axial direction along the centerline. The jet exit Reynolds 
number, UD/v, for this jet was 45,000. As the contours in­
dicate, from X/D = 0.0 to 1.0, the jet is laminar, so the 
molecular viscosity dominates the flow. As the shear layers 
grow downstream, the turbulent mixing increases. From 
X/D = 1.0 to 4.5, the eddy viscosity increases radially from the 
edge of the jet toward the shear layer, where it reaches a local 
maximum, and then decreases as the potential core is reached. 
In incompressible and high speed, subsonic jets, the potential 
core is present from X/D = 0 to approximately 5. As the flow 
progresses downstream from X/D = 3 to 5, the end of the 
potential core is encountered. The eddy viscosity starts to in­
crease from tT/v=\Q to 400 along the centerline of the jet. 
From the end of the potential core, the eddy viscosity reaches 
a maximum and remains constant along the centerline of the 
jet. The sudden increase in the eddy viscosity is due to the 
presence of a fully turbulent region beyond the end of the 
potential core. From X/D =5 to 10, the eddy viscosity in­
creases from the edge of the jet toward the center. The mean 

Length Reynolds Number U x c X/ i 

Fig. 2 Dimensionless eddy viscosity versus length Reynolds number, 
UxcXh, at a jet Reynolds number, UDh of 45,000 
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local velocity gradients decrease and the Reynolds' stress in­
creases toward the center line. 

Eddy Viscosity as a Function of Length Reynolds 
Number. Experimental data (Fig. 2) show that the jet in the 
present study is laminar up to a length Reynolds number of 
30,000, and the dimensionless eddy viscosity varies inversely 
with length Reynolds number. The molecular viscosity 
dominated the flow under these conditions. Above a length 
Reynolds number of 30,000, the transition to a turbulent jet 
begins to occur where the dimensionless viscosity, E, is 
characterized by a large dependence on length Reynolds 
number. When the jet becomes fully turbulent, E appears to 
become independent of length Reynolds number. Unfor­
tunately, very high length Reynolds numbers were not ob­
tained in our facility. The highest dimensionless eddy viscosity 
obtained was 0.00095 at a Reynolds number of 300,000. 

Several comparisons can be made concerning these data and 
those reported by Page and Hill [1], Schlichting [4], and Hinze 
[5]. Page and Hill [1] hypothesized a gradual asymptotic tran­
sition from laminar to turbulent flow in the jet, beginning at a 
length Reynolds number of about 100 from their figure. 
However, the present study found that the jet remained 
laminar up to a length Reynolds number of 30,000 and then 
transitioned abruptly to a turbulent flow with the dimen­
sionless eddy viscosity increasing exponentially with length 
Reynolds number. The same type of transition was observed 

by Nikuradse (6) for pipe flows where the transition was found 
dependent upon the roughness of the pipe. Although the tran­
sitions in pipes and jets are based on different mechanisms, 
the flow behavior is analogous. The exact value of transition 
Reynolds number for a free jet should be dependent upon the 
surface roughness and turbulence level present in the jet at the 
nozzle exit. 

Schlichting [4] and Hinze [5] indicated asymptotic limits of 
0.00214 and 0.00116 for E at high length Reynolds numbers, 
respectively. Although further work is needed at higher 
Reynolds numbers, this study showed that the rate of growth 
in E decreased rapidly at 0.00077 with a very gradual rate of 
increase in E thereafter. More data are needed to firmly 
establish the asymptotic limit. 
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Noise and Erosion of Self-Resonating 
Cavitation Jets1 

Erosion Due to Impingement of Cavitating 
Jet1 

F. G. Hammitt.2 The paper is a very interesting and valuable 
study of methods for understanding and predicting cavitation 
erosion in given flow situations. In my opinion, as already ex­
pressed in the past literature [13-15], such progress is most 
likely through the use of cavitation noise, particularly in the 
form of bubble-collapse pressure pulses and observed erosion 
in the same flow regime. We (Univ. of Michigan) did many 
such tests [13, 15], e.g., Ph.D. thesis of M. K. De) at Michigan 
a few years ago, in a relatively conventional venturi. The pre­
sent authors did relatively similar work in a much more in­
tensely cavitating venturi. It seems best in my discussion to 
compare our own general conclusions with those of present 
paper. Our tests were limited mostly to soft aluminum 
(1100-0) specimens inserted through the venturi-wall, while 
theirs involved other materials, including aluminum, and the 
venturi itself was test material. 

In any case, we would agree strongly with their conclusions 
(ff)-(c). In my opinion (c) may be most important. Conclusion 
(of) is interesting, but I have no observations concerning the 
frequency contents of damaging and nondamaging signals. 
Conclusions (e) and (/) are also interesting, but I have no 
related information. 

Authors' Closure 

We would like to thank Professor Hammitt for his interest 
and commendation of our paper. His contributions and those 
of his co-workers to the subject matter played a leading role in 
the comparative study of the erosion and noise of cavitation. 
Our erosion studies using the self-resonating cavitating jets 
had the advantage of achieving observable results in a short 
period of time due to the intensive and controllable cavitation 
generated by our jets. We agree with Professor Hammitt that 
our conclusion (c) is most important. The time variations of 
the total volume of eroded material removed appeared in our 
tests to be directly correlated with the time variations of the 
RMS sound pressures detected. Our results, if confirmed by 
further observations, provide a simple acoustic qualitative 
technique to assess material volume removal when visual 
observation is not possible. 

A. F. Conn.2 The authors are to be congratulated for 
exerting considerable effort, which has greatly added to the 
body of data on cavitation effects. In particular, they warn the 
reader to be concerned about those as-yet-not-understood 
parameters such as nozzle sizes and shapes, and the size of test 
specimens and test chambers. The reader should, however, be 
aware that this present paper shares with the work of Klein-
breuer several systematic errors which flaw any detailed inter­
pretation of the results. By ignoring, during their testing, the 
scaling afforded by using the cavitation number (roughly am­
bient pressure divided by the pressure drop across the nozzle), 
much of their data cannot be internally compared. This, and 
the following error, have probably caused their disagreement 
with previous investigators, as shown in Fig. 15, when at last 
cavitation number is introduced. 

A second mistake was the use, arbitrarily, of the mass loss 
at a single, fixed increment of testing time (for each of the two 
apparatus sizes) for characterizing the highly nonlinear 
erosion-vs-time curve (see Fig. 7). Although this testing 
philosophy saves much time (by avoiding the periodic 
removal, weighing and reinsertion of test specimens) it is well 
known that only comparisons among erosion rate curves, at 
some characteristic point, e.g., peak rate of erosion, have 
validity. 

Despite these flaws, the trends reported by varying 
parameters such as testing time, standoff distance, ambient 
pressure and pressure drop across the nozzle are useful, even 
though precise conclusions cannot be drawn because of the 
reasons cited. 

Authors' Closure 
The authors would like to express their gratitude to Dr. 

Conn for his discussions and comments to this paper. 
The cavitation number is one of important scaling 

parameters. The definition of the cavitation number a used in 
this paper is 

<f=Pd/Pu (A-l) 

On the other hand, strictly defined cavitation number ast is 
given by 

<Jsl = (Pd-PvV(pu2/2) (A-2) 

where Pv and u are vapor pressure of the liquid and jet exit 
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